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Abstract

Today the world is overwhelmed with portable devices like handheld computers, mobile
telephones and portable navigation systems. These devices will eventually be integrated
into multi-functional devices that can perform all kinds of functions in one single system.
Ultimately, portable devices will exist that can perform a wide variety of functions and
provide rich information to the user.

One of the challenges for implementing these integrated multi-functional devices is
to define a hardware architecture that is powerful enough to process complex algorithms,
flexible enough to process all kinds of algorithms, and energy efficient enough because
the portable devices are battery-powered.

This work focuses on the implementation of adaptive multi-standard multi-mode
wireless communication systems that are implemented on dynamically reconfigurable
hardware. The coarse-grained reconfigurabeNvlium architecture is used to illustrate
the mapping of wireless communication standards. Based on the mapping of different
wireless communication algorithms, modifications of thewrium architecture have
been proposed.

Baseband processing and channel decoding of different wireless communication sys-
tems have been investigated. Orthogonal Frequency Division MultiplegirDN1) and
WidebandCDMA (WCDMA) wireless communication techniques have been mapped on
a dynamically reconfigurable System-on-Chg§p@) architecture that contains several
MONTIUM Tile ProcessorsTPs).

We showed that a single heterogeneous reconfigugd@i@latform can support var-
ious standards with a performance similar to an Application Specific Integrated Circuit
(ASIC) implementation. The digital baseband processing HfparLAN/2 receiver and
an Universal Mobile Telecommunications SystedM({'S) receiver were mapped on
MONTIUM TPs. Furthermore, the Viterbi and Turbo decoder algorithms were mapped
on the same reconfigurable hardware.

All implementations of the baseband processing and channel decoding algorithms
that are mapped on the®TIuM TP have been verified against floating-point reference
models. Performance simulations on the implemented algorithms show hardly any differ-



ence in accuracy between the floating-point reference models andahe iMm-based
implementations.

As expected, arASIC implementation of the algorithms is more energy efficient
than an implementation in reconfigurable hardware. HoweverA8i€ implementa-
tion is fixed and the functionality of tha&SIC cannot be changed. The power consump-
tion and the configuration size of theddTium TP depends on the implemented Dig-
ital Signal ProcessingDSP algorithms. The normalized dynamic power consumption
of the MoNTIUM-based Rake receiver in 0.}8n CMOS technology is estimated at
0.470mW /M H z. For the Viterbi decoder, the normalized dynamic power consumption
is estimated at 0.308.WW/M H z on the same MNTIUM architecture.

The configuration sizes of the differangPalgorithms implemented on the b TIUM
TP are typically about % B of configuration data. The ®INTIUM TP can typically be
configured as Rake ¢fiperLAN/2 receiver in less than ps. In 7 us the MONTIUM TP
is configured as Viterbi or Turbo decoder. The characteristics of the algorithms can be
semi-instantly changed through partial reconfiguration of tleenwium TP in the order
of nanoseconds.

The small configuration sizes of thediTium-based algorithms enable new oppor-
tunities for implementing real-adaptive applications. The standards level of adaptivity al-
lows the terminal to adapt the communication standard that is used to satisfy the Quality
of Service Qo9 requirements and the wireless channel conditions at a certain location.
The algorithm-selection level of adaptivity allows the terminal to select the algorithms
that satisfy th&oSrequirements in the given communication environment in the most ef-
ficient manner. The algorithm-parameter level of adaptivity allows the terminal to change
the parameters of a specific algorithm.

Exploiting the different kinds of adaptivity results in energy efficient wireless com-
munication receivers that are capable of adapting the radio to the reqQuigaal different
wireless communication environments. The flexibility, performance and low configura-
tion overhead of the coarse-grained reconfigurableNnwium architecture enables the
implementation of real-adaptive wireless communication receivers, which can switch
their functionality instantly.
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Samenvatting

Tegenwoordig wordt de wereld overspoeld met mobiele apparaten zoals zakcomputers,
mobiele telefoons en draagbare navigatieapparatuur. Deze apparaten zullen uiteindelijk
geintegreerd worden tot een multi-functioneel apparaat, welke alle functies kan uitvoeren
in een enkel systeem. Op den duur zullen deze mobiele apparaten iedere functie kunnen
vervullen en de gebruiker van iedere gewenste informatie voorzien.

Eén van de uitdagingen om dezeimgfegreerde multi-functionele apparaten te re-
aliseren is het ontwikkelen van een hardware architectuur, die krachtig genoeg is om
complexe algoritmes uit te voeren, die flexibel genoeg is om verschillende algoritmes uit
te voeren, en die energie-efficient is aangezien draagbare apparaten gevoed worden met
batterijen.

Het werk in dit proefschrift richt zich op de implementatie van adaptieve multi-
standaard multi-mode draadloze communicatiesystemen, weikekpenenteerd wor-
den op dynamisch herconfigureerbare hardware. De grofkorrelig herconfigureerbare
MONTIUM architectuur is gebruikt om verschillende draadloze communicatiestandaar-
den af te beelden. De afbeelding van verschillende draadloze communicatiealgoritmes
op de MoNTIUM architectuur heeft geleid tot voorstellen tot verbetering van deze archi-
tectuur.

Basisband signaalverwerking en kanaaldecodering van verschillende draadloze com-
municatiesystemen zijn onderwerp van onderzoek. Orthogonal Frequency Division
Multiplexing (OFDM) en WidebandCDMA (WCDMA) draadloze communicatiealgo-
ritmes zijn afgebeeld op een dynamisch herconfigureerbare Systeem-opSG8iau(-
chitectuur, welke meerdere dNTIUM Tegel Processordes) bevat.

We hebben aangetoond dat een enkel heterogeen, herconfigureybadatform
gebruikt kan worden voor diverse standaarden met een prestatie welke gelijk is aan een
Applicatie Specifieke gelntegreerde Chis(C) oplossing. De digitale basisband sig-
naalverwerking van eeHiperLAN/2 ontvanger en een Universeel Mobiel Telecommu-
nicatie SysteemUMTS) ontvanger zijn afgebeeld op &NTIUM TPs. Tevens zijn de
Viterbi en Turbo decoderingsalgoritmes afgebeeld op dezelfde herconfigureerbare hard-
ware.
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Alle implementaties van de basisband signaalverwerkings- en kanaaldecoderingsal-
goritmes, welke afgebeeld zijn op dedWTiuM TP, zijn getest en vergeleken met
drijvende komma referentie modellen. Simulaties met dengeementeerde algoritmes
laten nauwelijks verschillen in de nauwkeurigheid van resultaten zien tussen de drijvende
komma referentie modellen en dedWTium implementaties.

Zoals verwacht is eeASIC implementatie van de algoritmes energie-efficienter dan
een implementatie gebaseerd op herconfigureerbare hardware. Echter, een ASIC im-
plementatie is vast gedefinieerd en de functionaliteit kan niet gewijzigd worden. Het
energieverbruik en de grootte van de configuratie van dexiMum TP hangen af van
de gdmplementeerde digitale signaalverwerkingsalgoritmes. Het geschatte, genormal-
izeerde, dynamische vermogensverbruik van de Rake ontvanger, welke is afgebeeld op
de MoNTIUM in 0.13 um CMOS technologie, bedraagt gemiddeld 0.47:0V /M H z.

Voor de MONTIUM gebaseerde Viterbi decoder is het genormalizeerde, dynamische ver-
mogensverbruik geschat op 0.309V/ M H = voor dezelfde MONTIUM architectuur.

De grootte van de configuratie voor de verschillende algoritmes, welke zijn afgebeeld
op de MONTIUM TP, bedraagt typisch ongeveekB. De MONTIUM TP kan geconfig-
ureerd worden als Rake ontvangerHiperLAN/2 ontvanger in minder dan bs. De
MoNTIUM TP configureren als Viterbi of Turbo decoder kost.g. Eigenschappen van
de algoritmes kunnen gewijzigd worden in enkele nanoseconden door partieel herconfig-
ureren van de MNTIUM TP.

De kleine groottes van de configuraties varoMrium gebaseerde algoritmes lei-
den tot nieuwe mogelijkheden om adaptieve toepassingen te realiseren die hun func-
tionaliteit instantaan kunnen wijzigen. Adaptiviteit op het standaarden niveau maakt het
mogelijk dat een mobiele ontvanger een communicatiestandaard kan kiezen om te vol-
doen aan de gevraagde kwaliteit van een verbind@wp( onder verschillende kanaal-
omstandigheden. Adaptiviteit op het niveau van algoritme-selectie stelt een mobiele ont-
vanger in staat om onder iedere kanaal-omstandigheid op de meeste efficiente manier te
voldoen aan de gevraagde kwaliteit van een verbind@ug) Op algoritme-parameter
niveau is het mogelijk om de parameters van een algoritme te wijzigen.

Door gebruik te maken van de verschillende vormen van adaptiviteit is het mo-
gelijk een energie-efficiente draadloze communicatieontvanger te ontwikkelen welke de
functionaliteit aanpast aan de gevraagde kwaliteit van de verbindin® ©nder ver-
schillende kanaal-omstandigheden. De flexibiliteit, prestaties en kleine configuratie-
overheadkosten van de grofkorrelig herconfigureerbacenMum architectuur stellen
ons in staat om adaptieve draadloze communicatieontvangers te ontwikkelen, welke de
functionaliteit instantaan kunnen wijzigen.
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Chapter

Introduction

Wireless communication systems are progressing towards multi-standard
multi-mode communication systems. These communication systems are ca-
pable of dynamically adapting to various conditions while achieving optimal
performance. The focus of the work in this thesis is on the implementation
of adaptive multi-standard multi-mode wireless communication systems on
heterogeneous reconfigurable hardware.

This chapter introduces th&DAPTIVE WIRELESS NETWORKING (AWgN
project and outlines the work described in this thesis. The objectives of
this work are given. Furthermore, the motivation for performing research
towards adaptive multi-standard multi-mode wireless communication re-
ceivers is described.
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1.1 Introduction

This thesis addresses fundamental issues in the architecture and design of adaptive wire-
less communication systems. The research presented in this thesis has been conducted
within the ADAPTIVE WIRELESSNETWORKING (AWgN) project. Sectionl.2 outlines

the AWgN project and describes the focus areas of this thesis.

Sectionl.3describes the context of tH&VgN project and companion projects. The
research problem within th&wgN context is given in Sectiod.3.1 The main con-
tributions of this work to the field of reconfigurable computing and Software Defined
Radio 6DR) are summarized in Sectidn3.2 Finally, the structure of the thesis is given
in Section1.3.3

1.2 ADAPTIVE WIRELESS NETWORKING (AWgN)

The AWgN project aims to develop methods and technologies that can be used to design
efficient, adaptable and reconfigurable base stations and terminals for Third Generation
(3G) and Fourth Generatio®G) wireless communication systems, as for example Uni-
versal Mobile Telecommunications SystedMTS). To achieve this, the project consists

of two activities:

e AdaptiveDSPalgorithms
The goal of theAdaptiveDSPalgorithms foruMTSactivity of theAwgN project is
to deliver a set of adaptive Digital Signal ProcessimgR) algorithms that can be
used inUMTS communication systems; [P2, P18]

e MappingDSPalgorithms
The goal of theMappingDSPalgorithms to a reconfigurable architectueetivity
of the AWgN project is to map a set of adaptizsP algorithms, for multi-mode
wireless communication systems, on a heterogeneous reconfigurable architecture.
The reconfigurable architecture is heterogeneous in the sense that signal process-
ing is performed in General Purpose ProcessBrs%), in bit-level reconfigurable
hardware, in word-level reconfigurable hardware or in Application Specific Inte-
grated Circuit ASIC) parts.

The work described in this thesis comprises MegppingDSPalgorithmsactivity of the
AWgN project, which is carried out in theomputer Architecture for Embedded Systems
(CAES) group within the Computer Science department of the University of Twente. The
work in the AdaptiveDSP algorithmsactivity is carried out in th&ignals and Systems
(Sa9 group’® within the Electrical Engineering department of the University of Twente.

1 TheAWgN project (TTC.5956) has been supported by the Freeband Knowledge Impulse programme, a joint
initiative of the Dutch Ministry of Economic Affairs, knowledge institutions and industry.

2 http://caes.cs.utwente.nl/

3 http:/iwww.sas.el.utwente.nl/
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Objectives

In the MappingDSPalgorithmsactivity of the AwgN project we focus on the downlink
(DL) receiver of wireless communication systems. The main emphasis is on mapping
DSP algorithms on a heterogeneous reconfigurable System-on-Sbd) érchitecture.

The following objectives are identified:

1. Study the state-of-the-art in baseband processing algorithms for Orthogonal Fre-
quency Division Multiplexing OFDM) and WidebandCDMA (WCDMA) wireless
communication systems in order to define a set of algorithms that are typical for
3G/ 4G multi-standard wireless communication systems;

This objective is covered by Chaptr4, 5 and6.

2. Show that the set of typical wireless communication algorithms can be mapped
efficiently on a heterogeneous reconfiguradd€ architecture;
This objective is covered by Chap#rs and 6.

3. Identify opportunities for exploiting adaptivity in wireless communication re-
ceivers. Investigate how adaptive features of the wireless communication receiver
can be used to efficiently implement the algorithms on the heterogeneous recon-
figurableSoCarchitecture;

This objective is covered by Chap#rs, 6 and7.

4. Define specifications for 8oCarchitecture for implementation of adaptive multi-
standard multi-mode wireless communication devices.
This objective is covered by Chaptér

Motivation

Evolution of technology (e.g. iBSPs and reconfigurable computing) will allow to move
digitization closer to Radio FrequenciR) in the radio access network. Furthermore,
Software Defined Radi®pR) receivers appear which are no longer implemented in ded-
icatedASICs, but are built as a programmable solutisbR techniques will evolve with
availability of low-cost enabling componentSDR has a very high potential to enable a
major leap to obtain faster provision of more flexible, advanced mobile communication
services.

Multi-standard network elements in the radio access network combined with ad-
vanced network management will allow dynamically assigned services, will provide
Quality of Service Qo9 support for user applications, will use the spectrum and net-
work resources more efficiently and will push integration of services and networks in the
global, business and domestic environm&mR may change the scope and role of stan-
dardization, allowing more freedom for implementation of new services (see Cl2jpter
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For industry active in this field the main driving forces for using Software Defined
Radios are:

e cost reductionavoiding costly redesigns @fSICs;

o flexibility: using the same hardware for different traffic patterns and new (or re-
vised) standards;

e time-to-market reusing already designed hardware architectures (Intellectual
Property (P) reuse) reduces the design time.

It is expected that the combination of high-level design tools and reconfigurable hard-
ware architectures will enable designers to develop highly flexible, efficient and adaptive
base stations and wireless communication terminals. Performance and power gains will
be achieved by applying dynamically reconfigurable hardware architectures instead of
programmablesPParchitectures. In this approa@sIC design is replaced by dynamic
reconfiguration and reprogramming. The concepts of reconfigurable hardware architec-
tures are described in Chapfer

The technological challenges to real&eR for wireless communication systems are
€enormous:

¢ Highly efficientsystem architectures have to be developed thacaiable flexible
andadaptiveto applications with varying processing capacity requiremepts)

e The communication between the various processing entities hashighperfor-
mance flexibleandlow power

e The middleware and (distributed) Operating Syste@Ss] have to support real-
time requirements and (distributed) multi-tasking capability with minor overhead;

e The design tools will have to deal with the heterogeneity of the underlying hard-
ware architecture, and ttaglaptivityof applications;

e Mapping of algorithms on the hardware architecture has to be done carefully, as
this is closely related to thefficiencyof the system.

Adaptivity

A key issue of systems that have to support (mobile) wireless communication systems is
that they have to be adaptive. These systems have to adapt to:

e changing environmental conditions
e.g. changing number of users in a cell or varying Signal-to-Noise Rattig)(due
to signal reflections and user movements;

e changing user demands
e.g. the user might request for a service with better quality or a service with higher
throughput Qo9);
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e changing / evolving standards
e.g. wireless communication standards evolve quickly. Systems have to be capable
to adjust their functions with adapted or additional features.

Furthermore, these systems have to be extregféiientwhen these are used in battery-
operated terminals armbst-effectivas these are used in consumer products as well as in
base stations. Althouginergy efficiencis a major issue in mobile wireless communica-
tion terminals because they draw their energy from small batteries, energy consumption
is also an issue in base stations from a technical (e.g. costly cooling of chips and power
supplies) as well as from an environmental and operational point of view (e.g. environ-
mental pollution and energy costs).

Reconfigurability

There are quite a number of good reasons for using reconfigurable hardware architectures
in future wireless communication terminals and base stations:

¢ Although reconfigurable systems are known to be less power efficient compared to
ASIC implementations they can have considerable benefits. Wireless communica-
tion systems work in a very dynamic environment, this means that depending on
the distance between the receiver and transmitter or cell occupation more or less
processing power is needed. When the system can adapt to the environment — at
run-time — significant efficiency can be gained;

e Wireless communication standards evolve quickly; this means that systems need
the flexibility and adaptivity to adapt to slight changes in the standards. By using
reconfigurable hardware architectures instead\®iCs costly redesigns can be
avoided;

e 3G and4G communication systems based on e.g.WwTS standard have @oS
based transmission scheme. These communication systems are highly flexible and
adaptable to services and quality which is required by the user;

e 4G communication systems shift toward multi-standard communication systems,
which have different communication standards integrated in one device;

e Reconfiguration of hardware enables the implementation of new or adapted ser-
vices on existing terminals (hardware reusddng-term reconfiguratioy

e TraditionalDSPalgorithms are rather static. The recent emergence of new applica-
tions that require sophisticated adaptive, dynamic algorithms based on signal and
channel statistics to extract optimum performance has drawn renewed attention to
run-time reconfigurabilityghort-term reconfiguration



Chapter 1 — Introduction

1.3 This thesis

The work described in this thesis mainly focuses on the mappis®Bfpplications and
DSPalgorithms on a heterogeneous reconfigur&al€ architecture with coarse-grained
reconfigurable hardware elements. All work has been conducted as part\déiping
DSPalgorithmsactivity of theAWgN project.

1.3.1 Problem statement

The central problem addressed in this thesis is the implementation of adaptive multi-
standard multi-mode wireless communication systems on heterogeneous reconfigurable
System-on-ChipoC) architectures. The ENTIUM architecture is used to illustrate

the feasibility of mapping Software Defined Rad&8DR) applications on coarse-grained
reconfigurable hardware.

1.3.2 Contribution

The scope of the work presented is given by MegN project. The work resulted in
several publications in international conferences, books and journals. All publications are
listed on pag@19. Contributions are made in different areas of reconfigurable computing
and Software Defined Radio:

e We identified importanDSP algorithms in wireless communication systems that
are based on Orthogonal Frequency Division Multiplexiog§M) and Wideband
CDMA (WCDMA) techniques. These investigations establish the requirements
for implementing multi-standard multi-mode wireless communication receivers in
heterogeneous reconfigurable System-on-Cl8psy);

Chapter4, 5 and6, Publication [P18, P20]

¢ We showed that a sing&oCplatform can support various standards with a perfor-
mance and energy consumption similar toa@iC implementation:

1. The digital baseband processing of thiperLAN/2 receiver has been mapped
on the MONTIUM TPs as an illustration foOFDM wireless communication
receivers;

Chapter4, Publication [P6, P20]

2. The Rake receiver has been mapped on tl@enwvium TP to illustrate the
mapping ofWCDMA wireless communication receivers;
Chapter5, Publication [P9, P20]

3. The Viterbi and Turbo decoder have been mapped on tbait™vium TP in
order to complement the baseband processing algorithms;
Chapter6, Publications [P12, P15, P20]
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o We modified the Arithmetic Logic UnitsaLUs) of the MoNTIuM Tile Processor
(TP) by adding Add Compare Sele®gS) support;
Chapter6, Publication [P12]

e We showed that a coarse-grained reconfigurable architecture with partial reconfig-
uration capability can be used efficiently for adapting receiver settings dynamically
and we showed that energy can be saved by adaptivity;

Chapter5, Publication [P9, P20]

e We developed a prototype implementation of a heterogeneous reconfigurable
System-on-Chip $00. The SoC contains four coarse-grained reconfigurable
MoNTIUM Tile ProcessorsTPs) and one General Purpose Process®f. The
prototype chip is an instant of theHBMELEON SoCtemplate, intended to be used
for digital broadcasting receivers (e@AB).

Chapter7

1.3.3 Thesis outline

This chapter introduced the subject of this thesis in the scope @MWl project. The

next chapters discuss different issues conceraibigand the mapping ddSPalgorithms

on reconfigurable hardware. Every chapter starts with an introduction and is concluded
with a summary and discussion.

Chapter 2 Chapter2 discusses the context of t#VgN project with respect to Soft-
ware Defined Radio9DR). The basic framework o6DR is introduced and trends in
wireless communication systems are investigated. Especially, all levels of adaptivity in
SDRsystems are discussed in the perspective oAtigN project.

Chapter 3 Chapter3 discusses various hardware architectures to impleiseRtap-
plications. The heterogeneous reconfigurabida@ELEON SoCtemplate is introduced
as well as the coarse-grained reconfigurableNwlium TP. In this thesis the MNTIUM
TPis used to illustrate the mapping bSPalgorithms on coarse-grained reconfigurable
hardware.

Chapter 4 Chapter4 focuses orOFDM-based wireless communication systems. The
implementation o©OFDM techniques is analyzed for WirelessN and digital broadcast-
ing standards (i.ediperLAN/2, DAB andDRM). The principles oDFDM are explained in
the context of different wireless communication standards.

The baseband processing functions ofiygerLAN/2 receiver have been mapped on
multiple MONTIUM TPs, which are part of the @AMELEON SoCtemplate. The mapping
of the HiperLAN/2 receiver on the MNTIUM TP has been verified by exhausti2&R
performance simulations. Similar mappings have been proposed foa@ndDRM
receiver.
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Chapter 5 WCDMA-based communication systems are the topic in Chdptefhe
general framework of Code Division Multiple Accese(MA) communication systems
is introduced, based on theMTS standard. The mapping of the Rake receiver, which
is an importantDSP kernel in WCDMA receivers, is discussed in detail and mapped
on the MoNTIUM TP. The integration of the MNTIUM-based Rake receiver in the
CHAMELEON SoCtemplate is explained.

Simulations verify theBER performance of the Rake receiver under different condi-
tions. The energy consumption of thedWTium TP performing the Rake functions has
been estimated by simulation and compared to alternagve Rake implementations.

Chapter 6 Channel decoding is the topic of ChaperThe Viterbi and Turbo channel
decoding algorithms have been studied because they typically appear in a multi-standard
wireless communication receiver. The Viterbi and Turbo decoder have been mapped on
the MONTIUM TP and verified against reference implementations.

Hardware modifications of the ®NTIUM have been proposed to support Add Com-
pare SelectACS) operations, which are typically used in channel decoding algorithms.

Chapter 7 Chapter7 addresses the design of a heterogeneous reconfigurable System-
on-Chip 60Q. A prototype SoC has been designed, which is an instant of the
CHAMELEON SoC

Chapter 8 Chapter8 concludes this thesis with final conclusions.
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Software Defined Radio

This chapter introduces the Software (Defined) Radio concept. Many radio
functions are migrating from the analog domain to the digital domain nowa-
days. The digitization of wireless communication receivers is accompanied
with the establishment of Software (Defined) Radios.

Software (Defined) Radios introduce additional adaptivity features in wire-
less communication receivers. Levels of adaptivity can be identified in wire-
less communication standards, wireless communication functions and in
wireless communication algorithms. Exploiting the different kinds of adap-
tivity results in energy efficient wireless communication receivers that are
capable of adapting the radio to the required Quality of Service in different
wireless communication environments.

Parts of this chapter have been published as a book chapter [P18].
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2.1 Introduction

In this thesis wireless communication receivers are proposed according to the Software
(Defined) Radio concept. This chapter introduces the concepts of Software Radio in
wireless communication systems (Sectibg).

The digitization of wireless communication systems goes hand in hand with the es-
tablishment of Software Radios. The impact of Software (Defined) Radio on wireless
communication systems is analyzed in Seca® The trends of multi-standard multi-
mode communication systems and the large number of emerging and evolving wireless
communication standards are addressed.

In Section2.4 the energy budget of wireless receivers is addressed. Implementa-
tion of Software Defined RadiSDR) requires a flexible, but energy efficient hardware
architecture. Adaptivity is the key challenge in Fourth Generad@) Wireless commu-
nication systems to reduce power consumption of the systems. Sdidiscusses the
different types of adaptivity that can be identified in wireless communication systems.

The key elements of this chapter are summarized in Se2tn

2.2 Software Defined Radio

Nowadays wireless communication systems are identified as Software (Defined) Radios,
since most radio functions make a shift from the analog to the digital domain. Moreover,
the digitization of wireless communication systems is accompanied by the implementa-
tion of radio functions in software.

Joseph Mitola was one of the early pioneers investigating the opportunities of em-
ploying Software (Defined) Radiog%, 76]. He is considered the godfather of Software
Defined Radio $DR) and he also established the concept of Cognitive Ratlip [Ac-
cording to Mitola:"A software radio is a radio whose channel modulation waveforms are
defined in software. That is, waveforms are generated as sampled digital signals, con-
verted from digital to analog via a wideband Digital-to-Analog Converi%) and then
possibly up-converted from Intermediate Frequengy (o Radio FrequencyRF). The
receiver, similarly, employs a wideband Analog-to-Digital Conver®@) that captures
all of the channels of the software radio node. The receiver then extracts, down-converts
and demodulates the channel waveform using software on a general purpose processor.”

Many definitions of Software Radio exist in the area of wireless communication sys-
tems. ThesDR Forum identified different levels of flexibility in radio architectur©si

Level 0 Hardware Radio(HR)
The radio is implemented using hardware components only and cannot be modified
except through physical intervention;

Level 1 Software Controlled RadigSCR
Only the control functions of aSCR are implemented in software — thus only
limited functions are changeable using software. Typically this extends to inter-
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2.2 — Software Defined Radio

connects, power levels, etc. but not to frequency bands and / or modulation types,
etc;

Level 2 Software Defined Radi¢SDR)
SDRs provide software control of a variety of modulation techniques, wide-band or
narrow-band operation, communications security functions (such as hopping), and
waveform requirements of current and evolving standards over a broad frequency
range. The frequency bands covered may still be constrained at the front-end re-
quiring a switch in the antenna system;

Level 3 Ideal Software RadiqISR)
ISRs provide dramatic improvement over @bR by eliminating the analog ampli-
fication or heterodyne mixing prior to analog-digital / digital-analog conversion.
Programmability extends to the entire system with analog-digital / digital-analog
conversion only at the antenna, speaker and microphones;

Level 4 Ultimate Software RadiqUSR)
USRs are defined for comparison purposes only. It accepts fully programmable
traffic and control information and supports a broad range of frequencies, air-
interfaces & applications software. It can switch from one air interface format
to another in milliseconds, usePSto track the users location, store money using
smartcard technology, or provide video so that the user can watch a local broadcast
station or receive a satellite transmission.

SCR SDR, ISR andUSR are jointly referred to aSoftware Radio Related with the de-
velopment of Software Defined RadiB¥R) is the emerging interest in Cognitive Radio.

A Cognitive Radio is a radio or system that is aware of its operational environment and
can be trained to dynamically and autonomously adjust its radio operating parameters
accordingly [f7]. However,cognitivedoes not necessarily imply relying on software,
e.g. cordless{ECT) telephones have long been able to select the best authorized channel
based on relative channel availability.

Software Defined RadioSPR) denotes wireless communication systems that are
characterized by an analog front-end followed by a programmable, digital baseband pro-
cessing part. Th8DRconcept for wireless communication receivers as used throughout
this thesis is depicted in Figugl

analog digital

‘ RF _A Baseband Channel Source
i front-end; : processing decoding decoding

O

Figure 2.1: Software Defined Radi®DR receiver architecture.
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In the analog front-end the radio signal is received, frequency converted, filtered and
amplified. The filtered, amplified radio signal is converted to digital samples, which are
the input of the digital baseband processing part. A programmable, digital baseband
processing part enables reprogramming of functional modules that have to be performed,
like modulation / demodulation techniques.

With the advancing developments in Software Radio, more functions in the analog
front-end are replaced by digital equivalents. Hence, the Analog-to-Digital Converter
(ADC) in the wireless communication receiver is shifting forward toRFantenna with
advancing levels of flexibility in th&DR Forum context; in Ideal Software RaditsR)
and Ultimate Software RadiaJER) receivers, thé\DC is directly placed at th&F an-
tenna. Moving theADC towardsRF implies that a large dynamic resolution and large
signal bandwidth are required1(]. Current developments iADCs show thatSDR
receivers are feasible with acceptable power dissipation. The International Technol-
ogy Roadmap for SemiconductongRS) 2005 section orSystem Driverglepicts the
recentADC performance needs for important product classes and signals important re-
search challenges iaDC design B3]. Improvements inPADC technology with respect
to e.g. power consumption and performance are clearly not adequagRfand USR
The overall improvement inDC technology is about.5 bits per 8 years for the same
power consumption level and with equal sampling rdt®4. For ISR/ USRreceivers
the Signal-to-Noise RatiSR) as well as the sampling rate is insufficient. HergeR
receivers are the only feasible concept with reasonable power consumption nowadays.

2.2.1 Benefits of Software Defined Radio

A complete hardware based radio system (e.@\&I@ solution) has limited functionality
since parameters for each of the functional modules are fixed. A radio system built using
SDRtechnology extends the utility of the system to a wide range of applications using
different link-layer protocols and modulation / demodulation technig8&R provides

an efficient and relatively inexpensive solution to the design of multi-mode, multi-band,
multi-functional wireless devices that can be enhanced using software upgrades.

SDR-enabled devices (i.e. mobile terminals) can be dynamically programmed to re-
configure the characteristics of the device. So, the same hardware can be adapted to
perform different functions at different times.

Another advantage of theDR template is that real-adaptive systems can be imple-
mented. Traditional algorithms in wireless communications are rather static. The recent
emergence of new applications that require sophisticated adaptive, dynamic algorithms
based on signal and channel statistics to achieve optimum performance has drawn re-
newed attention to run-time reconfigurabili&].

The benefits o6DR are addressed for different target group$]]:

e Users
— Enhanced roaming capabilities without changing the terminal;

— Seamless interoperability between many different communication standards;

12
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— Optimized radio transmission characteristics according to the environment;
— Download of protocol / standard extensions.

e Network operators / Service providers

— Gradual and flexible upgrade of services (e.g. fi@to 3G and4G);

— Improved Quality of Serviceo9: Radio transmission characteristics are
optimized according to the environmental conditions and traffic demands as
well as to the service;

— Increased traffic and revenue: Not a number of hardware platforms but just
one technology platform is able to deal with multiple radio access technolo-
gies;

— Early market presence: Terminals will be able to incorporate new features
dynamically as service technology continues to evolve.

e Manufacturers / Industry

— Fast time-to-market: Reusing already designed hardware architectures;

— Low development costs: Avoiding costly redesigns of Application Specific
Integrated CircuitsASICs);

— Flexibility: SDR allows decoupling of service provision from standardiza-
tion processes. Hence, there is no need to wait for finalized standards, but
standards may evolve during product development.

2.2.2 Disadvantages of Software Defined Radio

Although complete hardware based radio systems have limited functionality because
parameters for each of the functional modules are fixed, hardware based systems give
advantages ovesDR systems. Implementation &DR systems requires flexible pro-
grammable hardware, which is generally less efficient than a dedicated fixed hardware
solution (e.g. amSIC). So, the high flexibility irSDRsystems is disadvantageous for the
power consumption of wireless communication systems.

In Chapter3 different hardware architectures are investigated that can be used to
implementSDRsystems. The hardware architectures are classified in different categories
ranging from fixed hardware to fully flexible hardware architectures.

2.3 Trends in wireless communication
There is a clear trend in wireless communication systems that many new digital wireless
standards appeal(5 110 and, moreover, wireless communication standards evolve

quickly.
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The following types of wireless communication systems can be identifiggyle-
carrier, multi-carrier and spread spectrunsystems. The recent emerging new com-
munication standards for Third Generati®3G)( and Fourth Generationd@) are all
based on Orthogonal Frequency Division Multiplexi@fFOM) or Code Division Multi-
ple Access CDMA) techniques. Developments foG wireless communication systems
show a shift towards the integration ©-DM andCDMA technologies in wireless com-
munication systems.

Universal Mobile Telecommunications SysteoMTS) Long Term Evolution (TE)
has been proposed as neé® development, which incorporates tRé UMTS standard
and is extended with downlinkdD() communication channels based ©ADM [34]. In
current3G systems link adaptation has been achieved by exploiting channel variations
in time, which provides an increase in spectral efficiency. Through the us&oR
in the DL communication channels, link adaptation in the frequency domain can be ex-
ploited as well. Frequency domain adaptation becomes important with larger application
bandwidth requirements. Using e.g. water-filling techniques, sub-channels with a low
interference levels (i.e. highNR) get more signal energy allocated than those with high
interference levels (i.e. I08NR) [43].

Single-carrier techniques are proposed for high data rate uplinkqommunication
channels. Single-CarricfdDMA (SC-FDMA) is investigated for th&L communication
channels iUMTS LTE and Wireles$MAN (WMAN) communication systemg(, 80].

Other developments towards wireless communication systems are the integration
of CDMA and OFDM techniques in the physical layeCDMA systems are migrating
to Multi-Carrier COMA (MC-CDMA) systems, which is typically a@FDM system with
additionalCDMA overlay 49]. The CDMA overlay provides a multiple access scheme to
OFDM-based communication systems.

Hence, multiple transmission techniques are incorporated in the physical layer of
emerging4G wireless communication standards. Furthermore, existing wireless com-
munication standards and digital broadcasting standards are integrdtedompatible
communication devices, yielding multi-standard rad®H.[ The abundance of standards
incorporated in théG wireless communication system enables the system to efficiently
operate in any situation by selecting the appropriate standard.

General characteristics of emerging and evol8®)/ 4G wireless communication
standards are:

¢ Increasing signal bandwidth;

¢ Increasing data throughput;

More complex functions / algorithms;

More robust error protection;

Parameterizable, flexible functions;

¢ Link adaptation facilities.
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2.4 Efficient baseband processing and channel decoding

Figures presented in, 70] show that error decoding in a wireles3RDM) receiver is as
computationally intensive as baseband processing. This means that one should consider
optimized implementations of both baseband processing and error correction algorithms
for multi-mode communication systems in Software Radios.

Figure2.2depicts the typical energy consumption of a Wireless (WLAN) OFDM
receiver, as presented ih9. The digital processing part of a typicBDRreceiver is on
average responsible for 60% of the total power budget7hif has been reported that
50% or more of the computational complexity in the digital processing part of the wire-
less receiver is due to error correction algorithms, like Viterbi decoding. This complexity
counts for about 60% of the total energy consumption in the digital processing part of a
typical wireless receiver.

Baseband
Processing

AD Conversion
15%

Error Decoding

35% Front-end

25%
Figure 2.2: Energy consumption in typic&®LANOFDM receiver [19].

Developments in the analog front-end axloC design show slow progress with re-
spect to power consumptiod]4]. Consequently, effective power reduction should be
achieved in the digital processing part of wireless communication receivers. So, hew
hardware oriented design methodologies are proposédi@ design for e.g. Viterbi
decoders45] and Turbo decoder$p].

Power reduction by exploiting variations in system characteristics due to changing
noise conditions are the focus 83, 65]. The latter can be achieved using dynamic re-
configuration in reconfigurable hardware. Applying these measures in coarse-grained re-
configurable hardware, i.e. theddiTium Tile Processor1P), is discussed in Chaptér
for channel decoding algorithms.

Power reduction in the baseband processing part of the wireless communication re-
ceiver can be achieved by adapting parameters of the baseband algorithms. Furthermore,
the implementation of baseband processing functions can be adapted by changing to
alternative algorithms. Adaptive implementations of baseband processing functions in
OFDM andWCDMA receivers are the focus of Chapteand5.

The integration of multiple standards in wireless communication receivers and the
abundance of emerging wireless communication standards requires flexible hardware ar-
chitectures. TraditionabDR approaches are implemented loomogeneoufiexible ar-
chitectures, e.g. General Purpose Procesz@P(or Digital Signal ProcessobSP) [96].
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Since baseband processing in the wireless receiver is computationally intensive, the ter-
minal’'s hardware architecture has to be very powerful. Moreover, as wireless terminals
are battery-powered, the importance of energy efficiency of the hardware architecture is
emphasized. A common objection to the traditional homogeneous flexible architecture is
its relative energy inefficiency. Howevdreterogeneouseconfigurable hardware, con-
sisting of processing elements witlifferent granularities, is designed with flexibility,
performance and energy efficiency in mind. Heterogeneous reconfigurable architectures
are introduced in Chapt&

2.5 Adaptivity

Trends in wireless communication systems show many opportunities for exploiting adap-
tivity in Digital Signal ProcessingOSP algorithms of wireless communication systems.
Three levels of adaptivity can be identifiestandards levehlgorithm-selection levelnd
algorithm-parameter level The Software Radio concept is a key enabler to efficiently
employ the different levels of adaptivity.

Standards level The support of multiple wireless communication standards introduces

a first level of adaptivity in the wireless terminal because the terminal can switch between
wireless communication standards. For example when packet data transport is performed
overUMTS and awLAN hotspot becomes available, the terminal can switch fooams

to aWLAN standard. This is referred to atandards levehdaptivity. Standards level
adaptivity has an impact on the digital signal processing in the wireless terminal because
the wireless communication standard definestiefunctions that have to be performed

to implement the standard.

Algorithm-selection level Although a wireless communication standard usually de-
fines theDSPfunctions which have to be performed to implement the standard, it usually
does not define the algorithms that have to be used to implement these functions. The
communication system can therefore select the best algorithm from a set of algorithms
that implement the sameSP function. Therefore, this second level of adaptivity is re-
ferred to aslgorithm-selection leveddaptivity.

Figure 2.3 shows thealgorithm-selection levehdaptivity applied in a wireless ter-
minal. Assume that a certain function inUBTS terminal requires equal link quality
independent of the number of interfering users. This function can be performed by dif-
ferent DSP algorithms, which require different processing power levels while supply-
ing equal link quality levels under different conditions, e.g. different Multiple Access
Interference IAI) levels:

1. Algorithm 1requires least processing power and can efficiently be used to perform
the function in case a few interfering users are present in a cell;

2. The conditions of the wireless channel become worse whenlttedue to inter-
fering users increases. Hence, the terminal receiver needs to spend more effort to
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constant link quality

algorithm 3

algorithm 2

processing power

algorithm 1

good channel conditions bad

Figure 2.3: Algorithm-selection — Processing power / channel conditions trade-off.

supply the same link quality level. However, the link quality level cannot be met
by algorithm lany more and the receiver should switctatgorithm 2which per-
forms more complex receiver algorithms. The complex algorithm requires more
processing power;

3. When the channel conditions become even worse, the receiver needs to switch to
the most sophisticated algorithialgorithm 3needs the most processing power to
fulfill the quality requirements of the supplied wireless link.

Traditional wireless communication receivers in the mobile terminal are typically de-
signed for worst-case conditions. Therefakgorithm 3would always be implemented

in a Hardware RadioHR) terminal to satisfy the link quality level required. Since the
conditions of the wireless channel are typically better than the worst-case scenario, dra-
matic power reductions can be achieved by applying more power effibghalgo-
rithms.

Algorithm-parameter level For a specific algorithm, there are also opportunities for
adaptivity by changing parameters of the algorithm. This third level of adaptivity is called
algorithm-parameter leveddaptivity.

An example of algorithm-parameter level adaptivity is given by the amount of itera-
tions of a Turbo decoder, which depends on$hg& of a given channel, or the amount of
Rake fingers used to receive the desired signal, which depends on the number of signal
reflections in a mobile communication environmet@?.
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2.6 Summary

This chapter introduced different aspects of Software (Defined) Radio. The digitization
of wireless communication systems enables the implementation of most radio functions
in software, resulting in Software Radios. Different levels of Software Radios can be
identified, ranging from Software Controlled Rad8CR) to Ideal Software Radid$R).

In SCRonly the control functions of the wireless communication receiver are imple-
mented in software. Whereas,|BR programmability extends to the entire wireless com-
munication receiver with the Analog-to-Digital ConvertaDC) and Digital-to-Analog
Converter DAC) directly applied at th&®F antenna.

Trends identified irBG and4G wireless communication systems are the fast appear-
ance of new wireless communication standards as well as the quick evolution of existing
wireless communication standards. The multitud8®f 4G wireless communication
standards results in the concept of multi-standard multi-mode wireless communication
devices. MoreoveBG and4G wireless communication systems are provided with adap-
tive functions. The abundance of wireless communication standards and the adaptiv-
ity features result in wireless communications terminals that can adapt to Quality of
Service Qo9 requirements and to the wireless channel conditions at a certain location.

An adaptive wireless terminal only makes sense when it better suits the needs of a
user at an acceptable complexity and efficiency compared to a traditional non-adaptive
terminal. The standards level of adaptivity allows the terminal to adapt the communica-
tion standard that is used to satisfy theSrequirements and the wireless channel condi-
tions at a certain location. The algorithm-selection level of adaptivity allows the terminal
to select the algorithms that satisfy t@S requirements in the given communication
environment in the most efficient manner. The algorithm-parameter level of adaptivity
allows the terminal to change the parameters of a specific algorithm. So, a reconfig-
urable and adaptive terminal is able to track @S requirements and communication
environment on a much finer grained scale than a traditional non-adaptive terminal.
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Chapter

Hardware Architectures for
Software Defined Radio Recelvers

Trends in semiconductor technology and issues related to hardware archi-
tectures are investigated in this chapter. Hardware architectures are char-
acterized with respect to performance, flexibility and energy efficiency.

Coarse-grained reconfigurable hardware architectures are discussed. Fur-
thermore, the design methodologies for implementing Digital Signal Pro-
cessing PSP functions in Software Defined Radi®{R applications are
analyzed.

Special focus is on the coarse-grained reconfiguraMenTium Tile
Processor {P). The MONTIUM TP has been applied in a tiled System-
on-Chip 60Q as target architecture for mapping multi-standard adaptive
wireless communication receivers.
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3.1 Introduction

In the previous chapter the trends in Software Defined RagliR)( have been investi-
gated. In this chapter the hardware architectures that are used to implement the digital
signal processing of SDR are discussed.

Section3.2 analyzes the trends in semiconductor technology. In hardware archi-
tectures a trade-off between flexibility, performance and energy efficiency can be dis-
tinguished. Flexible hardware architectures typically achieve bad performance and are
energy inefficient. Best performance and best energy efficiency is obtained in dedicated
hardware designs. The different hardware architectures are characterized in S&ction

Atiled System-on-Chip3oC) template is discussed in Secti8. TheSoCtypically
contains heterogeneous reconfigurable processing tiles. TherMMm Tile Processor
(TP) that is integrated in the tile8oCis applied in this thesis as the target architecture
for mapping multi-standard adaptive wireless communication receivers.

Section3.5 discusses various coarse-grained reconfigurable architectures that target
Digital Signal ProcessingDSP applications in the wireless communication and multi-
media domain. Special attention is given to the coarse-grained reconfiguraie! ym
TPin Section3.5.1

Section3.6 summarizes the main contribution of this chapter.

3.2 Trends in semiconductor technology

In [78], Gordon Moore looked ahead into the future of semiconductor technology. This
investigation became the basis of the well-kndvMmore’s law Initially Moore analyzed

the trend in number of components per Integrated Cirdait. ( This analysis finally
resulted invoore’s law predicting that the number of transistors for minimum transistor
costs on ancC doubles every yeaiMoore’s lawwas reformulated in 1975, stating that
the transistor density d€s doubles every 24 monthgq]. NowadaysMoore’s lawis
known in its present form that computing performance doubles every 18 months.

Originally Moore’s lawwas intended to be an observation that made a forecast on the
future of semiconductor technology. Howeugigore’s lawbecame more accepted with
the years and has become the main motivation in semiconductor industry to double the
transistor density every 18 months. In this seaore’s lawhas become a self-fulfilling
prophecy.

With the scaling of semiconductor technology, the transistor densitysahcreases.
Hence, present designs that are implemented in semiconductor technology will become
smaller and require less silicon area. Reducing the featurkisizemiconductor tech-
nology gives opportunities for implementing more complex designs, since the transistor
budget is increased.

1 The feature size denotes the smallest detail that can be produced in silicon.

20



3.2 — Trends in semiconductor technology

Another advantage of decreasing feature size is an increasing clock frequency of
theIC designs, yielding more processing potve®n the other hand the semiconductor
industry faces power problems due to the technology scaling. The increase in transistor
density has also an effect on the power density. Moreover, an increase in clock frequency
induces an increase in power consumption.

The problem of power dissipation is faced by the semiconductor industry and miti-
gated by e.g. introducing parallelism in hardware designs. Parallel hardware architectures
and multi-core architectures are designed to cope withmtémory wall power walland
Instruction-Level Parallelismi(P) wall in current hardware designs3).

The memory wallstates that there exists a gap between the memory bandwidth and
the data path bandwidth (i.e. compute bandwidth). Therefore, locality of reference is
heavily applied in multi-core architectures. Many small local memories in the processors
of multi-core architectures, which run individually at low clock frequency, reduce the gap
between memory bandwidth and compute bandwidth. Moreover, the multi-core approach
increases the total memory bandwidth of the entire System-on-Gh.(ThelLP wall
points out that there exists only limitéidP in applications. By increasing the granularity
of parallelism, e.g. by introducing multi-core architectures, parallelism can be exploited
at a higher level in the application (e.g. Thread-Level Parallelisb®)). The lower
clock frequencies obtained by multi-core architectures will reduce the dynamic power
consumption as well, reducing tipewer wall

To demolish the walls, multi-core hardware architectures spread the processing load
over multiple cores which perform their operations concurrently. Consequently, similar
overall performance, or even higher, can be achieved at lower clock frequencies.

The semiconductor business faces also a productivity gap; the complexity of hard-
ware designs overruns the productivity of hardware designers. Intellectual Prdpirty (
reuse is a solution that helps in mitigating the productivity gap. More complex hardware
designs can be built in shorter time by reusiRdnardware building blockgP reuse can
increase the productivity by 200983]. Hence|IP reuse reduces the product design time
and shortens the time-to-market.

Moreover, the increasing complexity of hardware designs leads to problems with re-
spect to the testability o€s at design timed3]. IP reuse is a compromise by partitioning
the overall hardware design in smaller less complex hardiRdreilding blocks. Testing
the hardware design of smaller hardwéPebuilding blocks requires less effort and is
less costly. HardwarkP building blocks only have to be tested once, before they can be
reused. As a consequence the costs of testing the overall hardware design are reduced
dramatically by reusing hardwatrte.

2 Processor performance is not only determined by clock speed, but by the combination of frequency and the
amount of operations / instructions executed per clock cycle. This misunderstanding is commonly referred
to as theMegahertz Myth
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3.3 Hardware architectures

Different hardware architectures are available in the embedded systems domain to per-
form Digital Signal Processing DEP functions and algorithms:General Purpose
Processors GPPs), Digital Signal Processors{SPs), (re-)configurable hardwarend
application specific hardwareThe application specific hardware is designed for a dedi-
cated function and is usually referred to as Application Specific Integrated Cik@uit);
TheASIC s, like its name suggests, an application specific processor which has been im-
plemented in anC.

These hardware architectures have different characteristics in relatiperfor-
mance flexibility or programmabilityandenergy efficiency54]. Figure 3.1 depicts the
trade-off in flexibility and performance for different hardware architectures. Generally,
more flexibility implies a less energy efficient solution. A classification of different hard-
ware architectures that are used to implement wireless communication receivers is shown
in Figure3.2 The most important characteristics of the hardware architectures are dis-
cussed in the following sections.

high

GPP

DSP

{ Fine-grained

Flexibility

Reconfigurable hardware

ASIC

low

low Performance high

Figure 3.1: Flexibility versus performance trade-off for different hardware architectures.

3.3.1 General Purpose Processor

The GPPis the most flexible hardware architecture. The processor can be programmed
to perform almost any algorithm. Although tie®Pcan perform almost any algorithm,
it cannot perform every algorithm efficientizPPs are well suited for control-oriented
functions. Due to the large overhead in control, these processors are not very energy
efficient.

Basically, two kinds ofsPParchitectures exist which differ in their internal memory
organization:

e TheVon Neumann architectuiis characterized by the fact that both instructions
and data are located together in the same local memory of the processor. The
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Figure 3.2: Classification of hardware architectures for Software Defined Radio.

disadvantage of this architecture is that data and instructions cannot be fetched
concurrently, but have to be scheduled in time. The data throughput between the
memory and the processor is limited in then Neumann architecturevhich is
referred to as th¥on Neumann bottleneck

e TheHarvard architecturenas separated the memory for instructions and data. The
separation of data and instruction memories allows parallel fetch of instructions
and data. Furthermore, pipelining can be implemented easier with separated data
and instructions memories. This architecture is better suitable to build high perfor-
mance processors.

Caches are used when higher clock speeds foGtteare required. Caches are placed
between the data / instruction memory and the data / instruction processing unit, to bridge
the gap in clock speed of the processing unit and the memory

The Arithmetic Logic Unit ALU) inside theGPPis flexible and supports many simple
operations. ThaLU generally does not contain any specialized dedicated functionality.
Complex operations, e.$ultiply-Accumulate MAC) operations, are performed on the
GPPin an inefficient way, as the complex operation has to be composed from many
simple instructions, e.gadd andmultiply instructions.

8 Usually clock speeds in the data path of a processor are higher than the clock speeds of the memory archi-
tecture.Moore’s lawtypically applies for the speed of the data path and the capacity of memories, but the
speed of memories increases only by 7% annuély121].

23



Chapter 3 — Hardware Architectures for Software Defined Radio Receivers

3.3.2 Digital Signal Processor

A DSPis a processor that is specifically designed to perfdi$® operations.DSPs can

be programmed to perform general purpose operations, but these are performed inef-
ficiently. TheDSPis related to thesPR, but implemented with dedicated hardware to
support functions that appear in typicsP algorithms. Typical functions afdultiply-
Accumulate IAC), moduloandbit reverseoperations. Characteristics D&Fs are:

e Designed for real-time signal processing;

¢ Designed according to thearvard architecture

e Special instructions for parallel operations, &tMD, VLIW ;

¢ Pipelined architecture;

e Parallel multiplier and accumulator;

¢ Single cycle operations;

e Dedicated memory address calculation unit;

e Fixed-point arithmetic with support for saturation arithmetic;

e Special memory structures to fetch multiple data items or instructions;

e Direct Memory AccessMA) support.

In comparison withGPPs DSPs are optimized for high speed processing by taking ad-
vantage of parallelism iDSP applications. Therefore, thBSP hardware architec-
ture has been optimized to exploit Data-Level Paralleli&mP) and Instruction-Level
Parallelism ILP), which is supported by special Single Instruction Multiple D&iQ)
and Very Large Instruction Word/(IW) instructions.

DSPs achieve better performance tharPs. However, both processor types have
large overhead in control, as every instruction needs to be fetched from memory. This
overhead does not benefit the energy efficiendp .

3.3.3 Configurable processor

Configurable processors are a new kind of flexible processors which integrate flexible
logic in theGPParchitecture. The configurable processor maintains similar ease of appli-
cation development aSPPs, but achieves better performance due to embedded flexible
logic inside the data path of the processing unit. Manufacturers of configurable proces-
sors are e.g. Silicon Hive, Stretch and Tensilit@d 104, 10§.

Configurable processors are typically developed in synergy with the intended appli-
cation. Once the application is known, the application is analyzed and computationally

4 The general characteristics D&Ps are described. Therefore, not all instructions are supported ing®y
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intensive kernels are identified. Based on the computationally intensive kernels, an in-
stant of the configurable processor is synthesized at design time which has an optimized
instruction set for those kernels. In fact configurable processors are configurable at de-
sign time and only programmable at run-time. Hence, an optimized instruction set has
been defined at design time.

The optimized instructions in the configurable processor are mainly obtained by im-
plementing specialized hardware inside the processing unit of the processor architecture.
The specialized hardware can increase the performance of the processor dramatically for
a particular application domain. At design time hardware / software co-designers have
to make a trade-off between flexibility and performance; processors can be designed that
are only dedicated for one dedicated application by just removing all general purpose
instructions from the instruction set and only keep dedicated instructions.

Different directions are investigated in creating configurable processors: Tensilica
provides configurable Reduced Instruction Set CompwR&sq) processors which can
be synthesized with an optimized instruction set at design time. Moreover, the software-
configurable processors of Stretch are based on configurable TemRs#iCprocessors.
However, Stretch has extended the instruction set of the configurable processor with con-
figurable logic. These processors are always configured with a default general purpose
instruction set. The configurable processors of Silicon Hive, however, are fully stripped
at design time and only incorporate the essential instructions. Hence, synthesized Silicon
Hive processors appear to be max®&C thanGPP

Configurable processors obtain much better performancexfan Since these pro-
cessors are derived fro@PP architecture templates, they still suffer from substantial
control overhead.

3.3.4 Reconfigurable hardware

Whereas the instruction set of configurable processors is defined at design time, recon-
figurable hardware can be customized to the instantaneous needs of an application at
run-time. One characteristic of reconfigurable hardware is the ability to change the logic
inside the data path of the hardware. The main motivation for reconfigurable hardware
is that the hardware adapts to the needs of a specific application or algorithm instead of
adapting the algorithm to the hardware.

The main difference between configurable processors and reconfigurable hardware
is that configurable processors are designed for a given application. The configurable
processor has a fixed, optimized instruction set for spebdie functions. Reconfig-
urable hardware on the other hand defines a hardware template which can be configured
for different applications within an application domain. Reconfigurable hardware is very
flexible in adapting the data path to a desired function, and the configurable instruction
set can (mostly) instantly be (re-)configured. In fact, the instruction set of reconfigurable
hardware is (re-)configured at run-time. This means that only a small subset of all possi-
ble instructions is active after the hardware is configured. Thus, only the necessary logic
and interconnects inside the data path of the hardware are configured.
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Different levels of flexibility are identified in reconfigurable hardwat®9. The
granularity of reconfigurable hardware defines the size of the smallest functional block
that can be configured for a specific operation. Reconfigurable hardware becomes more
flexible as the detail of configurability increases, i.e. finer grained. However, fine-grained
reconfigurable hardware involves larger configuration overhead. Hence, reconfigurable
hardware involves a flexibility / costs trade-off. Increasing the flexibility results in e.g.
increased power consumption, configuration overhead and chip area.

Fine-grained Fine-grained reconfigurable devices are bit-level programmable. Be-
cause of the configurability at bit-level, the configuration overhead is large. Fine-grained
reconfigurable devices are perfectly suited for prototyping and to implement encryption
algorithms. Typical examples of fine-grained reconfigurable hardware are Field Pro-
grammable Gate Array$PGAs). However, moderRPGAdevices have already embed-
ded coarse-grained processing elements for better efficignt .

Coarse-grained Coarse-grained reconfigurable devices are reconfigurable at word-

level. Multipliers, adders, etc. are hardwired in these devices. Because only coarse
functional blocks have to be configured, the configuration overhead is small. These ar-
chitectures are more suited for data-oriented functions, like algorithms performed in the
DSPdomain.

Because of the introduction of coarse functional processing blocks, the flexibility in
coarse-grained reconfigurable hardware is reduced. Therefore, coarse-grained reconfig-
urable hardware is generally optimized for a particular domaibs# applications and
is therefore referred to atomain-specificeconfigurable hardware. Coarse-grained re-
configurable architectures are promising to implement Software Defined Ra0R) (
applications 103.

Coarse-grained reconfigurable hardware implicitly incorporates code compaction in
contrast to fine-grained reconfigurable hardware. Lower configuration overhead results
in faster configuration of the reconfigurable hardware, giving new opportunities for im-
plementing real-adaptive applications that can change their functions instantly. Hence,
coarse-grained reconfigurable hardware enables new directions in system design of e.qg.
SDRapplications by exploiting dynamic reconfiguration.

3.3.5 Application Specific Integrated Circuit

Application Specific Integrated Circuit8$ICs) represent the most energy efficient hard-
ware architecture. AASIC incorporates a dedicated hardware design that is customized
for a specific function or application.

The dedicated hardware comprises only fixed circuitry, which results in limited or
even no flexibility in a given application. By designing only fixed functions inAlS&C
no additional complex circuitry has to be implemented for flexibility purposes. Because
of the limited flexibility, the dedicated functions can be implemented efficiently in the
ASIC.
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The energy efficiency 0ASIC designs is advantageous, the inflexibility is disadvan-
tageous. Applications in wireless communication systems embrace more and more dy-
namic requirements as discussed in Sec#idh Wireless communication standards are
evolving quickly, and they also require flexibility to instantly adapt to the communica-
tion environment. Hence, flexibility is already required when a communication standard
is still in the definition phase and also when the application is employed. Ongsi@n
has been designed, the specifications of the dedicated application cannot be changed any-
more. Evolving standards can result in different specifications makingsam design
valueless.

3.4 Heterogeneous reconfigurable System-on-Chip

In [54] the CHAMELEON System-on-ChipoC template has been proposed, which con-
tains processing tiles of different kind. FiguBe& depicts the proposed tilegsbCtemplate
with heterogeneous processing elements.

The idea of heterogeneous processing elements is that one can match the granularity
of the algorithms with the granularity of the hardware. Four processor types can be distin-
guished:General Purpose Processdme-grainedreconfigurable hardware (e BRPGA),
coarse-grainedeconfigurable hardware (e.g.diTium Tile Processor) andedicated
hardware (e.gASIC). Matching the granularity of the reconfigurable hardware with the
algorithm provides flexibility at the right level.

GPR H DSP H FPGA H FPGA

| | | |
GPP H DSP H FPGA H FPGA
| | | |

Mon’riumHl\/lonTiumHMon’riumH ASIC
I I I I

Mon’riumHl\/IonTiumHMon’riumH ASIC

Figure 3.3: TheCHAMELEON SoCtemplate.

The different tile processors in th&oC are interconnected by a Network-on-Chip
(NoC). Both SoCandNoC are dynamically reconfigurable, which means that the pro-
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grams running on the processing tiles as well as the communication channels are defined
at run-timeé.
The configuration of the processing tiles and the configuration afitfizis coordi-
nated by a speciaioordination function Thiscoordination functiorcan be implemented
on aGPPtile, which is programmed with a run-time Operating Syst&s)( The run-
time OS schedules theSPtasks at run-time on the heterogeneous reconfigusdile
The advantages of designisgCs according to a tiled approach a&:

e Tiles of the same type can be duplicated when the number of transistors grow in
newerCMOStechnology;

¢ Replications of tiles eases the verification process;

e Tiles do not grow in complexity with ne@MOStechnology;

¢ Relatively small tiles allow extensive optimizations;

e Locality of reference is exploited;

e Computational performance scales about linearly with the number of tiles;

e Unused tiles can be switched off to reduce energy consumption of the godire

¢ Individual clock frequency per tile and individual power supply voltage per tile
enable Dynamic Voltage and Frequency ScaliDgRs) .

Explicit parallelism By employing the tiledSoCapproach, as proposed in Figu#s,
many kinds of parallelism are explicitly applied:

e Thread-Level ParallelismT{LP) is addressed by the multi-core approach as differ-
ent tiles can run different tasks;

e Data-Level Parallelism HLP) is achieved by the MINTIUM processing tiles,
which employ parallelism in the data path;

e Instruction-Level Parallelismii(P) is addressed by the &N TIUM processing tiles
as multiple data path instructions can be executed concurrently.

Dynamic Voltage and Frequency Scaling DVFS is an important measure to control
the power consumption of embedded systemE£NM®S design, the power consumption,
P, is given by:

PxV?.f (3.1)

5 The CHAMELEON SoC template that contains coarse-grained reconfigurabtevMum processing tiles
is used as target architecture for mapping multi-standard adaptive wireless communication receivers in
Chapter4, 5 and6 of this thesis.
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The power consumption i6GMOS depends quadratically on the supply voltage, The

main idea oDVFSis that the supply voltage should be kept as low as possible. Besides,
the maximum operating frequency, is tightly coupled to the supply voltage level. This
means that by scaling the clock frequency of hardware, the supply voltage can be scaled
as well, resulting in a cubic decrease of the power consumption. The energy consump-
tion, on the other hand, decreases quadratically because the time to complete an operation
increases due to the reduced clock frequency.

3.5 Coarse-grained reconfigurable architectures

Several coarse-grained reconfigurable architectures have been developed and designed
by both academia and industry. In the following sections coarse-grained reconfigurable
architectures intended for Digital Signal Processing in Software Defined RzoiR) &re
discussed. For a more extensive overview of coarse-grained reconfigurable architectures
we refer to p1, 103 109.

The MonNTIUM Tile Processor is used in this thesis as the target architecture for
our experiments on mapping multi-standard adaptive wireless communication receivers.
Other recent coarse-grained reconfigurable processors that are discussed and that target
theSDRwireless communication domain are the€ OARRAY, theEXTREME PROCESS
ING PLATFORM (XPP) and the Silicon Hive processor template.

3.5.1 MoNTIuM Tile Processor

The MoONTIUM is an example of a coarse-grained reconfigurable processor and targets
the 16-bit Digital Signal Processing>$P algorithm domain. The MNTIUM architec-

ture origins from research at the University of Twerid)f. The coarse-grained recon-
figurable processor has been further developed by Recore Sy&@ns [

Architecture

A single MoNTIUM processing tile is depicted in Figu24. At first glance the
MONTIUM architecture bears a resemblance taeL&w processor. However, the con-
trol structure of the MONTIUM is very different. The lower part of Figuré&4 shows
the Communication and Configuration UnitGU) and the upper part shows the coarse-
grained reconfigurable MINTIUM Tile ProcessorTP).

Communication and Configuration Unit The CCU implements the interface for off-
tile communication. The definition of the off-tile communication interface depends on

6 The work described in Chaptd; 5 and 6 of this thesis is based on thedAiTiuM architecture that is
described in$4]. The MoNTIUM architecture has been further developed and optimized, however, the
basic principles of the architecture as described# femain valid. The futur&oCin Chapter7 has been
built with an optimized MONTIUM TP architecture 93)].
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Figure 3.4: TheMONTIUM coarse-grained reconfigurable processing tile.

theNoC technology that is used ingCin which the MONTIUM processing tile is inte-
grated pQ].

The CCU enables the MNTIUM TP to run in streamingas well as inblock mode.
In streamingmode theCCU and the MONTIUM TP run in parallel. Hence, communica-
tion and computation overlap in time gtreamingmode. Inblock mode theCCuU first
reads a block of data, then starts th@Mrium TP, and finally after completion of the
MONTIUM TP the CCU sends the results to the next processing unit in3be (e.g.
another MONTIUM processing tile or external memory).

The CCU implements the network interface controller between € and the
MONTIUM TP. The CCU provides configuration and communication services to the
MONTIUM TP:

e Configurationof the MONTIUM TP and parts of the€Cu itself;

e Block communicatioto move data into or from the BINTIUM TP memories and
registers (USin@PMA);
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e Streaming communicatioto stream data into and / or out of thedWTium TP
while theTP is computing.

MoNTIUM Tile Processor The Tile ProcessorTf) is the computing part of the
MONTIUM processing tile. The MNTIUM TP can be configured to implement a par-
ticular DSPalgorithm.

Figure3.4reveals that the hardware organization of thewtium TPis very regular.

The five identicaALU s (ALU 1 throughALU 5) in a tile can exploit spatial concurrency to
enhance performance. This parallelism demands a very high memory bandwidth, which
is obtained by having 10 local memories (M01 through M10) in parallel. The small local
memories are also motivated by the locality of reference principle.

The data path has a width of 16-bits and #ieJs support both signed integer and
signed fixed-point arithmetic. Th&LU input registers provide an even more local level
of storage. Locality of reference is one of the guiding principles applied to obtain energy
efficiency in the MONTIUM TP.

A vertical segment that contains oaeU together with its associated input register
files, a part of the interconnect and two local memories is called a Processing@®art (
The fivePPs together are called the Processing Part ArraA).

A relatively simple sequencer controls the enfileA. The sequencer selects config-
urablePPA instructions that are stored in the instruction decoding block of Figute
For (energy) efficiency it is imperative to minimize the control overhead.

The PPA instructions, which comprisaLU, AGU, memory, register file and inter-
connect instructions, are determined bp%P application designer at design time. All
MONTIUM TP instructions are scheduled at design time and arranged intomim
sequencer programme. By statically scheduling the instructions as much as possible at
compile time, the MONTIUM sequencer does not require any sophisticated control logic
which minimizes the control overhead of the reconfigurable architecture.

Figure 3.5 shows a block diagram of th&LU that is used in the MNTIUM TP. A
single ALU has four 16-bit inputs. Each input has a private input register file that can
store up to four operands. The input register file cannot be bypassed, i.e. an operand
is always read from an input register. Input registers can be written by various sources
via a flexible interconnect. AALU has two 16-bit outputs, which are connected to the
interconnect.

TheALU is entirely combinational and there are no pipeline registers withialtthe
The function unitsguUs) inlevel 1of theALU can be configured to perform general arith-
metic and logic operations that are available in languages like C (except multiplication
and division). NeighbouringLUs can also communicate directly tavel 2 The West-
output of anALU connects to the East-input of tAeU neighbouring on the left.

The MoNTIUM TP has no fixed instruction set, but the instructions are configured at
configuration-time. During configuration of thediTium TP, the CCU writes the con-
figuration data (i.e. instructions of tii¢.Us, memories and interconnects, etc.; sequencer
and decoder instructions) in the configuration memory of tlenvium TP. The size of
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Figure 3.5: Schematic overview of thi.U inside theMoNTIUM TP.

the total configuration memory of thedANTIUM TPis about 2.% B. However, configu-

ration sizes obSPalgorithms mapped on the dTiuM TP are typically in the order of
1 kB. For example, a 64-point Fast Fourier TransfoRAT) has a configuration size of
946 bytes.

By sending a configuration file containing configuratiekAM addresses and data
values to theCCU, the MONTIUM TP can be configured via thioC interface. The
configuration memory of the EINTIUM TP is implemented as a 16-bit wide StaRéM
(SRAM) memory that can be written by tl&CU. By only updating certain configuration
locations of the configuration memory, thedWTiuMm TP is partially reconfigured.

In the considered MINTIUM TP implementation, each loc&lRAM is 16-bit wide
and has a depth of 1024 addresses, which results in a storage capackty gfe local
memory. The total data memory inside theoMrium TP adds up to a size of 2BB.

A reconfigurable Address Generation UMGQU) accompanies each local memory in
the PPA of the MONTIUM TP. It is also possible to use the local memory as a Look-up
Table (UT) for complicated functions that cannot be calculated usinglaw, such as

sine or division (with one constant). The memory can be used in both integer or fixed-
pointLUT mode.

Design methodology

Good development tools are essential for quick implementation of applications in recon-
figurable architectures. The intention of theoMTIUM development tools is to start with
a high-level description of an application (in C / C++ oraM.AB) and translate this
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description to a MNTIUM TP configuration #8]. For efficient implementation applica-
tions can be implemented on thedWTium TP using an assembly-like language, called
MoNTIUM Configuration Description LanguagemL).

The development tools comprise, among other things, a stand-along MM sim-
ulator, a MONTIUM assembler and a ®NTIUM configuration editor§4]. DSPapplica-
tions are implemented on thedAiTium TP using the proprietary MNTIUM CDL.

The MoNTIUM design methodology to mapSP applications on the MINTIUM TP
is divided in three steps:

1. The high-level description of theSPapplication is analyzed and computationally
intensiveDSPkernels are identified;

2. The identifieddSPkernels or parts of thBSPkernels are mapped on one or multi-
ple MONTIUM TPs that are available ingoC. TheDSPoperations are programmed
on the MONTIUM TP using MONTIUM CDL. For a number of typicaDSP al-
gorithms, dedicated KINTIUM configuration generators are available (e.g. Finite
Impulse Responsé&(R) filters, Fast Fourier TransformsgTs));

3. Depending on the layout of th&Cin which the MONTIUM processing tiles are
applied (refer to SectioB.4), the MONTIUM processing tiles are configured for a
particularDSPkernel or part of thedSPkernel. Furthermore, the channels in the
NoC between the processing tiles are defined.

3.5.2 PICOARRAY

ThePICOARRAY defines a parallel processing approach within the application domain of
wireless communication systems. ThecOARRAY typically targets the baseband pro-
cessing (in base stations) of Third Generatieg)(/ Fourth Generation4G) wireless
communication systems. The architecture aims to combine flexibility, ease of develop-
ment and cost efficiency for the wireless communication mag@t [

The target applications of tirrRCOARRAY typically consist of a mixture dbSPfunc-
tionality, which can be botlstreamingand block based. Additionally, these wireless
communication systems require distributed control ofitis@functions.

Architecture

The PICOARRAY is a tiled processor architecture, containing several hundreds of het-
erogeneous processors, connected through a compile-time scheduled interc8@dnect [
31, 84]. The heterogeneous processors are connected together using a deterministic in-
terconnect. The heterogeneous processors withirrtheARRAY, also referred to as
Array Elements AEs), are organized in a two-dimensional grid. TAEs communicate

over 32-bit unidirectional buses and programmable bus switches. The inter-processor
communication protocol implemented by the interconnect is based on a Time Division
Multiplexing (TDM) scheme.
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Figure 3.6: ThePICOARRAY composed of Array Elements and interconn@&gt B6).

The GPPAES in thePICOARRAY are implemented in threRISC processor variants
which share a common core instruction set. The three processor variants have varying
amounts of memory and additional instructions to implement certain wireless baseband
control andDSP functions. Standard Memoryand Control variants of theRISC proces-
sors can be identified. All of the processors in theOARRAY are 16-bit, and use 3-way
VLIW scheduling. The processors in theCcOARRAY are programmed and initialized
via a special configuration bus. The small memory ofRI&C processors is divided in
separate instruction and data banks (i.e. Harvard architecture).

Function Accelerator UnitsFAUs) areAEs in thePICOARRAY which include con-
figurable hardware for accelerating a number of computationally intensive tasks, e.g.
correlation and trellis processing. The hardware infilie can be configured to specific
functions, like Viterbi, Turbo or Reed Solomon decoding.

Furthermore, th@ICOARRAY core is accompanied by system interface peripherals.
The interface peripherals include a host interface 8RAM interface as well as high
speedl/O interfaces, which link severalCOARRAYS together or connect to external
systems. SeveraICOARRAYS linked together enable the creation of scalable parallel
data processing systems.

Design methodology

The design of th@eICOARRAY and the accompanied tool chain strongly reflect the appli-
cation domain with the following attributes:

e application partitioning ilSPkernels is traditionally done by the user;

e use of stream based processing;
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¢ hand-crafted coding in an assembly language is often used to achieve compactness
of code and efficiency.

ThePICOARRAY is typically programmed using a mixture wfiDL, C and assembly lan-
guage. TheeiICOARRAY design methodology to createCOARRAY-based applications
is distinguished in a number of stef&l[ 84:

1. System decomposition
System decomposition is done by hierarchically breaking down the target applica-
tion into components. The components consist of processes connected by signals.
VHDL is used to describe the structure of the overall system, including the rela-
tionship between processes and signals;

2. Component coding
The components of the decomposed system contain multiple processes connected
by signals. Each individual process is programmed in C or in assembly language.
ThePICOARRAY C compiler deals only with the code for a single Array Element;

3. System integration
The individual codedAEs are finally integrated in thelICOARRAY. During
the system integration the processes implemented onikeare placed on the
PICOARRAY. So0, a specific processor is assigned to each entity in the design
and all signals which link entities are routed. If appropriate, the design can be
partitioned over multipleelCOARRAYS, which can be linked together to create a
scalable system.

3.5.3 Silicon Hive

Silicon Hive develops configurable processors that address a trade-off between perfor-
mance, power consumption, area and flexibility for several application domains, includ-
ing SDR baseband processin@yJ0. The AvISPA is a typical instant of a configurable
processor and targets typidasPkernels forSDRsystems 7, 88, 89].

The configurable processors combine:

e minimal control overheathy moving processor control to a C compiler;

e extreme parallelisnat different levelsSIMD for DLP, VLIW for ILP and multi-core
for TLP;

e application domain customizinigy combining general purpos@iSC operations
with computationally efficient custom operations.

Accordingly, the configurable processors strike a balance between high computational
efficiency and flexibility by three main measures:
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1. The configurable processors couple extreme parallelism to modest clock frequen-
cies. In this way high performance is achieved at low power dissipation, resulting
in a high computational efficiency;

2. A C compiler has been developed that is capable of controlling the processor in-
stead of adding control logic to the processor. Hence, the required control hard-
ware logic in the configurable processors is virtually negligible, since the compiler
is handling almost all control at design time;

3. Many general purposRISC operations are replaced by (single) customized oper-
ations, which are implemented in the processor’s data path with dedicated logic.
So, the computational performance is increased, while the power dissipation has
been reduced.

3.5.4 EXTREME PROCESSING PLATFORM

The EXTREME PROCESSINGPLATFORM (XPP) is a run-time reconfigurable data pro-
cessing architecture. Thé&PP provides parallel processing power for high bandwidth
data like e.g. video or audio processing. P targets for streaminSPapplications

in the multimedia and telecommunications domdig B3].

Architecture

TheXPParchitecture is based on a hierarchical array of coarse-grained, adaptive comput-
ing elements, called Processing Array ElemeRsE§). ThePAEs are clustered in Pro-
cessing Array ClustersACs). All PAEs in theXPP architecture are connected through a
packet-oriented communication network. Fig3t& shows the hierarchical structure of
thexPParray and theAEs clustered in @AC.

Different PAEs are identified in th&XPP array: ALU-PAES, RAM-PAES and FNC-PAES.
The ALU-PAE contains a multiplier and is used fbSPoperations. Th®@AM-PAE con-
tains a Random Access MemorRAM) to store data. The FunctiofrC)-PAE is a
unique sequentiafLIW -like processor core. THENC-PAEs are dedicated to the control
flow and sequential sections of applications. EVe&Z containsALU -PAES, RAM-PAES
andFNC-PAES.

The PAEs operate according to the data flow principle2AE starts processing data
as soon as all required input packets are available. If a packet cannot be processed, the
pipeline stalls until the packet is processed. So, it is possible to map a signal flow graph
to theALU-PAES.

EachPAC is controlled by a Configuration ManagetZN). The CM is responsible
for writing configuration data into the configurable object of &#eC. Multi-PAC XPP
arrays contain addition&@Ms for concurrent configuration data handling, arranged in a
hierarchical tree o€EMs. The topCM, called supervisingM, has an external interface
which connects the supervisi@M to an external configuration memory.
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Figure 3.7: The structure of aEX TREME PROCESSINGPLATFORM array composed of four
Processing Array Clusterslp].

Design methodology

DSP algorithms are directly mapped onto thk@P array according to their data flow
graphs. The flow graph nodes define the functionality and operations dfAtEe
whereas the edges define the connections betweebAttee Basically, thexPP array

is programmed using the Native Mapping Languag®!l(). In NML descriptions, the
PAEs are explicitly allocated and the connections betweerP&Es are specified. Op-
tionally, the allocatedAEs are placed onto thePP array.NML also includes statements

to support configuration handling. Configuration handling is an explicit part of the appli-
cation description.

A vectorizing C compiler is available to translate C functionsitd. modules. The
vectorizing compiler for th&XPP array analyzes the code for data dependencies, vector-
izes those code sections automatically and generates highly parallel code ft?rhe
array. The vectorizing C compiler is typically used to prognagular DSP operations
which are mapped oALU-PAEs andRAM-PAES of the XPP array.

Furthermore, a coarse-grained parallelization into seveMalPAE threads is very
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useful wherirregular DSPoperations exist in an application. This allows to even run ir-
regular, control-dominated code in parallel on sevENE-PAES. TheFNC-PAE C com-
piler is similar to a conventionaRISC compiler extended wittvLIW features to take
advantage of.P within the DSPalgorithms.

Given the discussed design tools, these steps ixx@reapplication design flow are
recognized:

1. Profiling & partitioning of the application;
2. Mapping critical code sections

e RegularDSP code sections are mapped AnU-PAES and RAM-PAES of the
XPParray. The vectorizing C compiler translates C functionsif. mod-
ules. Optimizations to the modules are performed usikid ;

e Irregular DSP code sections are parallelized into sevetslC-PAE threads
and mapped OIFNC-PAES. TheFNC-PAE C compiler generates binaries
which can be optimized in assembly language;

3. System integratioaf theregularandirregular code sections in theX TREME PRO-
CESSINGPLATFORM.

3.6 Summary

Different aspects of hardware architectures and developments related to semiconductor
technology have been discussed in this chapter. The miniaturization of semiconductor
technology faces several problems and brings new challenges in embedded systems de-
sign:

e Increasing transistor budget leads to more comedesigns;
e Semiconductor technology suffers with increasing power density designs;
¢ Introducing parallelism in multi-core hardware architectures:

1. Exploit Thread-Level ParallelisnT(P),
2. Data-Level ParallelismdLP) and
3. Instruction-Level Parallelisml(P) in hardware architectures;

e Reducing the productivity gap by reusing Intellectual Propéry; (
e Solving the testability gap by reusing Intellectual Propeiy. (

Different hardware architectures are identified that are characterized by different flexibil-
ity, performance and energy efficiency trade-offs. The General Purpose Proe&a8or (
is the most flexible hardware architecture. It can be programmed to perform almost any
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algorithm. Due to the large overhead in control, these processors are not very energy
efficient. Application Specific Integrated Circuits|Cs) on the other hand are not flex-

ible at all, but implement dedicated application specific functioASICs obtain best
computational performance and are energy efficient as well.

Reconfigurable architectures are positioned in betweeg#rand theASIC. Fine-
grained reconfigurable architectures are bit-level programmable, while coarse-grained
reconfigurable architectures are flexible at word-level. Coarse-grained reconfigurable
architectures are designed for a particular application domain with an optimum trade-off
in performance, flexibility and energy efficiency.

Modern reconfigurable processors exploit parallelism heavily to achieve high perfor-
mance with reasonable power dissipation:

e Multi-core architectures are defined to exploit Thread-Level Parallelism)(
e SIMD-like architectures are developed to exploit Data-Level Paralleli#HR)
e VLIW techniques are performed to exploit Instruction-Level Parallelisf) (

These techniques are embedded in the analyzed coarse-grained reconfigurable architec-
tures. The modern reconfigurable architectures that have been analyzed all involve the
same design methodology:

1. Profiling & partitioning of the high-leveDSPapplication description;
2. Mapping the criticalDSPkernelson the target architecture;

3. System integratioof all DSPkernels in the entir&oC
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Chapter

OFDM Communication Systems

This chapter covers Orthogonal Frequency Division Multiplexiogpm)
communication systems. First the general framework o6&8DM system

is introduced and differenDFDM-based standards are given. Several im-
plementations of typical Digital Signal Processin@SP kernels inOFDM
systems are discussed.

TheDSPkernels in the baseband processing diperLAN/2receiver have
been mapped oMoNTIUM Tile ProcessorsTPs). The details of mapping
these typicabSPkernels are discussed. Furthermore, the baseband process-
ing of Digital Audio Broadcastingi{AB) and Digital Radio Mondiale[RM)
receivers has been investigated.

TheOFDM receiver is used to illustrate the feasibility of designing an adap-
tive multi-mode wireless communication receiver build on a heterogeneous
reconfigurable System-on-ChipdQ. General purpose and coarse-grained
reconfigurable processing elements of the heterogeneous reconfig8teble
are used for implementing theFDM receiver functions. The baseband
signal processing is mainly performed &ONTIUM processing elements,
whereas the General Purpose ProcessalF) contributes in controlling the
system.

Major parts of this chapter have been published in [P1, P3, P4, P5, P6, P8, P10, P13, P18, P20].
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4.1 Introduction

This chapter covers the implementation of Orthogonal Frequency Division Multiplexing
(OFDM)-based wireless communication receivers on heterogeneous reconfigurable hard-
ware. The heterogeneous reconfigurable System-on-Gbip) (emplate, as shown in
Figure3.3, is applied to illustrate the mapping OfFDM receivers. Special attention is
given to the mapping of typical Digital Signal ProcessingSg) kernels inOFDM sys-

tems on the coarse-graineddWTium Tile ProcessorTP). Section4.2 discusses the
basic principles of th©FDM communication system.

In Section4.3the High Performance RadioAN type 2 HiperLAN/2) communica-
tion receiver is analyzed. ThdiperLAN/2 standard defines the basic functionality of the
OFDM-based system. However, the standard does not define how to implement the func-
tions of the receiver. Firstly, the general context of HiperLAN/2 system is given in
Sectiond.3.1 Secondly, th®SPkernels of thediperLAN/2 baseband processing are dis-
cussed in SectionA.3.2 The functions of th®@SPkernels in theHiperLAN/2 receiver are
described thoroughly to understand the integral system design iiité@ AN/2 receiver.
Thirdly, the computationally intensive parts of the baseband processingHiipdre AN/2
receiver are implemented on the coarse-grainehiMium TP in Section4.3.3 Finally,
simulations are performed on tiiperLAN/2 baseband processing functions which are
implemented on the heterogeneous reconfigurgble template. The simulations in
Sectiond.3.4are performed to verify the EINTIUM-basedSPkernels.

To illustrate the generality of our approach we investigate in Sectidrand 4.5
OFDM receivers that are applied for Digital Audio Broadcasting®) and Digital Radio
Mondiale ORM) systems, respectively. Problems that arise for mapping the receivers on
the MONTIUM TP are investigated. Partial mappings@$P kernels on the MNTIUM
TP are discussed in these sections.

Section4.6 summarizes the main contributions of this chapter. In Sedi6ériLcon-
clusions with respect to the mapping@fDM receivers on heterogeneous reconfigurable
SoC architectures are drawn. In order to utilize the dynamic reconfiguration capabili-
ties of the heterogeneous reconfigurabteC architecture, opportunities for adaptivity
in multi-standard multi-mode wireless communication receivers are identified as well.
Recommendations for hardware modifications are discussed in Sédii@n

4.2 Orthogonal Frequency Division Multiplexing

The concept of Orthogonal Frequency Division Multiplexi@pOM) has been known
since 196622], however, due to implementational complexity it has been widely adopted
since the 1990sOFDM is a special multi-carrier modulation technique, which utilizes
multiple sub-carriers within a single channel. The modulation technique divides the high
data rate information in several parallel bit streams and each of these bit streams modu-
lates a separate sub-carrier.
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4.2 — Orthogonal Frequency Division Multiplexing

A general view of theDFDM system is depicted in Figurel The data to be trans-
mitted is passed through a serial-to-parallel convertor. The convertor splits the déata in
streams, which are all modulated by a different carrier frequeficy;The spacing be-
tween the sub-carriers i5 f and the overall bandwidth of th€ sub-carriers ig - A f.

The set of K orthogonal sub-carriers, called tlie=DM signal, is transmitted over
the communication channel. At the receiver side of the channel, the sub-carriers of the
OFDM signal are demodulated. The data of the separate sub-carriers are recombined by
using a parallel-to-serial convertor.

H%H 90 channel 90 .."
> G Q > %
Serial 90 § Serial “‘ Parallel
—> to z to to —>
parallel parallel serial
w0 F—— —{ a0
——(C)—{ 90 [ g0 &
OFDM transmitter OFDM receiver

Figure 4.1: BasicOFDM system structure.

The key characteristic @FDM systems is that they use a set of sub-carriers that are
orthogonal to each other. Employing a set of orthogonal sub-carriers gives the advan-
tage of overlapping sub-carriers’ spectra, which increases the spectral efficiency. The
common method for obtaining orthogonality of sub-carriers is to choose their frequency
spacing A f, equal to the inverse of the sub-carrier's symbol duratian,

1

Af = T 4.1
ClassicalOFDM implementations were proposed using filter-banks. However, the im-
plementation of the classical filter-banks approach becomes complex and costly for an
increasing number of sub-channel§]. In order to reduce the implementational com-
plexity, the implementation adFDM systems is based on the Discrete Fourier Transform
(DFT). The set of orthogonal signals can be generated usinpRfiesince theDFT re-
sults in an orthogonal set of signalklg. In practice, theDFT operations are performed
by the Fast Fourier TransfornkgT) algorithm R6], which implements th®FT opera-
tions more efficiently.

Figure4.2 depicts a block diagram of a typicalFDM system based on theFT al-
gorithm. TheOFDM transmitter combines the data streams of the separate sub-carriers
using the invers€&FT (iFFT). The generatedFDM signal is sent over the communica-
tion channel. At the receiver th@FDM signal is converted from the time domain to the
frequency domain, using th&T. The output of thé&FT contains the data streams of the
separate sub-carriers.

According to @.1) the sub-carrier's symbol duratiofl;, is of importance for the
orthogonal characteristics of tkd#=DM system. When th@FDM system is implemented
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frequency domain time domain frequency domain
channel
inverse
Serial Fast Serial Fast Parallel
—> to Fourier Z to Fourier ——» to —>
parallel Transform parallel Transform serial
(iFFT) (FFT)
OFDM transmitter OFDM receiver

Figure 4.2: BasicOFDM system structure based 6RT.

based on th&FT, the FFT window period is equal td@". The data covered by theFT
window is referred to as theFDM symbol inOFDM communication systems. ADFDM
system withN orthogonal sub-carriers employs afrpoint FFT/iFFT. Hence, during
the OFDM symbol periodNV samples have to be processed by RR&/iFFT causing the
sampling period7s, to beT'/N.

4.2.1 OFDM signal distortion

Wireless communication systems suffer from distortion of the transmitted signals through
the wireless channel. The mechanisms behind the distortion are diverse, and can be
attributed to reflection, diffraction and scattering, which lead to multipath fading at a
specific location. Multipath channels cause two main problems fabRDM system:
intersymbol interferencdgl) and intercarrier interferencéq(). Due to multiple signal
paths, multiple delayed signals originating from a single transmitter are combined at the
receiver. Those signals interfere with each other, which is referred 8.&8inceOFDM
signals exist of many separate overlapping carriers, these carriers can also interfere with
each other causingl.

Whereas wideband channels encounter frequency-selective fading, the many narrow-
band sub-channels @FDM systems all individually encounter flat fading. This is one
big advantage of employinQFDM systems.

To combat interference, as induced by a multipath channe®#Dm signal is, gen-
erally, extended by a guard interval. Figdr&shows the typicaDFDM symbol structure
with the cyclic extended guard interval. The guard interval has durdfjorThe length
of the guard interval is chosen according to the typical delay spread of the wireless chan-
nel. Typically, theN, samples of the cyclic extended guard interval, usually referred to
as thecyclic prefix are a copy of the lasV, samples of the time domaidFDM symbol.

The cyclic extende®FDM symbol consists of a prefix and a useful part. The total
duration of the cyclic extendedrFDM symbol is equal td o rpas:

TOFDJ\I = Tg + T7 (42)
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Figure 4.3: OFDM symbol structure.

whereT’ denotes the duration of the use@#DM symbol part and’; denotes the guard
time.

The N, samples of the prefix are neglected at the receiver because of its redundancy.
Furthermore, the cyclic extension is useful for synchronization ofdfBM symbol
stream, since the cyclic extende&DM symbol shows periodicity.

Because of their orthogonality characterist©§DM systems are sensitive to distor-
tions in the frequency domain. The frequency spacing, as mentionddl)n ljetween
the carriers of th®©FDM symbol needs to be constant over the entire bandwidth in order
to satisfy the existence of orthogonal spectral components i@ signal.

Due to moving objects in the wireless environment, Doppler effects appear in the
wireless channel. The Doppler effects result in time-varying frequency shifts of the spec-
tral components iOFDM signals. Furthermore, non-linearities of thEDM transmitter
and receiver equipment lead to time-varying frequency shifts. Both effects ruin the or-
thogonality of the sub-carriers in tt@DM signal. The non-linearities of the equipment
in OFDM systems are generally due to mismatches between the local oscillads)sof
the transmitter and receiver. Mismatches of tlleappear both in frequency and phase.
Frequency mismatches are typically corrected byGRBM receiver in the time domain,
whereas phase mismatches are typically corrected in the frequency domain.

4.2.2 GenericOFDM receiver framework

OFDM-based communication systems are all designed according to a ge&rdid
framework. Figure4.4 shows this generiOFDM framework. In this framework the
characteristic properties are based on speCifibM standards. This means that, among
other things, the number of sub-carriers and the length of the guard interval differ for
eachOFDM standard. The characteristics of @ADM receiver for a particular standard
can even differ if it has different modes defined. Characteristics oD#eM-based
standards, High Performance RaditN type 2 HiperLAN/2), Digital Radio Mondiale
(DRM)! and Digital Audio BroadcastingdaB) are summarized in Table1[36, 37, 38).

1 Only the characteristics @iRM for single spectrum occupancy are considered with channel bandwidth of
10kHz.
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Guard Frequency Fast
—» time ——» offset ——» Fourier ——»| Chafme] > Symbo[ I
removal correction Transform pqualization de-mapping
(FFT)
OFDM receiver

Figure 4.4: GenericOFDM receiver framework.

Many more characteristics afFDM systems are of importance for the design of the
communication systems. In SectidrB, 4.4and4.5the details, which are of importance
for implementing atOFDM standard in embedded systems, are discussetdern.AN/2,
DAB andDRM, respectively. Although these standards are all exampl€FbM sys-
tems, many differences exist in terms of sub-carrier modulation, number of modulated
sub-carriers an@FDM frame structure.

4.3 High Performance RadioLAN type 2

High Performance RadibAN type 2 HiperLAN/2) [36] is a WirelessLAN (WLAN) ac-
cess technology and is similar to tieEE 802.11a standard at the physical leve?][
HiperLAN/2 operates in the &/ H z frequency band. The air interface is based on Time
Division Multiple Access {DMA) and Time Division DuplexTDD). In the TDMA sys-
tem the Medium Access ContraAC) frame is divided in multiple time slots. Multiple
users can make use of the sakmC frame by utilizing different time slotsSTDD means
that time slots for both downlinkolL) and uplink (JL) are available within the samMAC
frame B5).

4.3.1 HiperLAN/2 transport mechanism

Within the fixed duration of 2ns, six different transport channels are identified in the
MAC frame ofHiperLAN/2. Transport channels describe the basic message format and
each channel has a dedicated function inNI#€ frame:

e Broadcast ChanneBCH)
TheBCH is used inDL direction and contains broadcast control channel informa-

tion concerning the radio cell. The amount of data is fixed;
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e Frame ChannelRCH)
Information that describes the structure of ieC frame is sent by thECHin DL
direction. The amount of data is variable;

e Access feedback ChannaldH)
Terminals that have used the Random ChanR€H) in the previousMAC frame
are informed in thé\CH about the result of their access attempts. The information
is sent inDL direction;

e Long transport ChanneLCH)
TheLCH is used to transport user data information as well as for control informa-
tion. TheLCH is utilized inUL, DL and direct link DiL) phase as well;

e Short transport ChanneBCH
The SCH is used to transport short control information in the, DL and DiL
direction;

e Random ChanneRCH)
Mobile terminals use th&CH to send control information to the Access Point,
when the mobile terminal has no granted channel with the Access Point available.
The requests are sentlin. direction.

Figure4.5shows the basi®IAC frame structure for a single sectaiperLAN/2 system. A
minimum requirement of theiperLAN/2 standard is that th@AC frame at least contains

the transport channeBCH, FCH, ACH andRCH. For transmitting user datals. andUL

phase is provided. Optionally, in direct mode, when data is transmitted between mobile
terminals (without the base station involved), thie phase is provided between tbhe
anduUL phase. The duration of tleCH is fixed, while the duration of theCH, ACH, DL,

DiL andUL phase and the number BECHs are dependent on the traffic situation in the
HiperLAN/2 system. The order of the transport phases withirMhe frame is fixed.

The transmission format of the transport channels is a burst, which consists of a
preamble and a data part. The preamble is a sequence of predefined known Orthogonal
Frequency Division Multiplexing@FDM) symbols. The receiver uses the preamble to
estimate the various distortions in the recei@®bM signal. Moreover, the preamble
creates means for synchronization with 1aC frame. Different preambles are em-
ployed inHiperLAN/2: preambleA, B (short) B (long), andC. Which preamble is used,
depends on the burst type. HiiperLAN/2 five different kinds of bursts are definedBroad-
cast Downlink Uplink (short) Uplink (long), andDirect link. All burst types use one or
more preambles, preceding the data part of the burst. FgGrghows how the pream-
bles are used for each burst type. Tahl2 shows the relation between the transport
channels and the burst types for all channel directionsfLeUL andDilL).

The task of the physical layer HiperLAN/2 is to modulate bits that originate from the
data link control layer at the transmitter side and to demodulate them at the receiver side.
OFDM with anFFT size of 64 points is used idiperLAN/2. 52 sub-carriers are utilized
(i.e. modulated) in th©FDM signal, which occupies a bandwidth t6.25 M Hz. 4 of
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e |
MAC frame MAC frame MAC frame
BCH FCH ACH DL phase UL phase RCH
Dil phase

Figure 4.5: BasicMAC frame structure for single sectstiperLAN/2system.
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Figure 4.6: HiperLAN/2burst structures.

these 52 sub-carriers are used to transmit pilot tones, the remaining 48 sub-carriers are
used to transmit data. The channel bit ratediglerLAN/2 at the physical level depends

on the modulation type and is either 12, 24, 48 orNM2ps for BPSK, QPSK QAM-16

or QAM-64, respectively. Because of Forward Error CorrectioBd) coding, the net
experienced user bit rate is maximally B34bps (Table4.3). Only the Short transport
Channel §CH) and Long transport Channel@H) are able to employ all physical level
operation modes, other transport channels empRgKand coding rateR = 1/2, only.
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Table 4.2: Transport channels and their associated burst types in different channel directions.

downlink (DL) uplink (UL) direct link (DiL)
BCH Broadcast - -

FCH Broadcast - -

ACH Broadcast - -

LCH Downlink Uplink (short) Uplink (long) Direct link
SCH Downlink Uplink (short) Uplink (long) Direct link
RCH - Uplink (short) Uplink (long) -

Table 4.3: Operation modes inliperLAN/2[ 36].

Mode Modulation Coding Rate, Channel Data User Data
R Throughput Mbps]  Throughput M bps]

| BPSK 1/2 12 6

Il BPSK 3/4 12 9

I QPSK 1/2 24 12

v QPSK 3/4 24 18

Y, QAM-16 9/16 48 27

VI QAM-16 3/4 48 36

VI QAM-64 3/4 72 54

Timing requirements

The OFDM symbol is the basic data unit in tiperLAN/2 system. At the physical level
of the radio channel, all information is encapsulated#DM symbols. IrHiperLAN/2 the
OFDM symbols are transmitted with a period ofid. TheOFDM symboltime determines
the basic timing constraints of the signal processing functions iHig&LAN/2 receiver.
The main timing properties that have to be considered iHtherLAN/2 receiver are:

e OFDM symboltime;

MAC frametime;

Propagation delay guartime;

Sector switch guartime;

Radio turn-aroundime.

Due to theMAC frame structure, theliperLAN/2 receiver needs to be flexible in order
to support all different transport channels and their associated modulation schemes. Al-
though the order of the transport phases withinnt#c frame is fixed, the duration of
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the different phases is variable. The duration of ediperLAN/2 MAC frame, theMAC
frametime, is fixed at 2ns.

The BCH, FCH, ACH and DL transport phases within ordiperLAN/2 MAC frame
are always transmitted in concatenated manner, without any intervals in between. The
DL, DiL and UL transport phases are transmitted with some guard space in between.
The guard spaces in between can either be a propagation delay guard or a sector switch
guard. The propagation delay guard has been inserted to cope with wireless channel
propagation delays. The minimupnopagation delay guartime between two adjacent
UL bursts, between two adjacebiL bursts, and between adjacdrit. and UL bursts
is 2 us. The sector switch guard has been inserted to cope with systems implemented
with multiple antenna sectors. The minimww@ctor switch guardime between adjacent
bursts of different sectors within théAC frame is 800ns.

At the HiperLAN/2 system level, theadio turn-aroundtime has been defined to cope
with switching between transmit and receive mode. TB® principle in theHiper-
LAN/2 system provides that bothL andUL phases exist in the sanwAC frame. As a
consequence, thdiperLAN/2 transceiver has to be able to switch from receive to transmit
mode, and vice versa. The maximum radio turn-around tint@garLAN/2 is 6 ps.

4.3.2 HiperLAN/2 receiver structure

A HiperLAN/2 receiver design can be based on the gen@ADPM receiver framework
from Figure4.4. This framework is adapted to the specific characteristics oHther-
LAN/2 standard. Figurd.7 shows the main building blocks of th&perLAN/2 receiver.
Only building blocks in the digital domain of the receiver are considered, starting at the
output of the Analog-to-Digital ConverteADC).

Prefix Freq. offset Inverse

| : , |
| removal correction OFDM _I |
I

correction mapping

|
I |—> Equalizationf— oo offiey g Do- >

L Hiperl AN/2 receiver

—l

Figure 4.7: HiperLAN/2receiver block diagram.

The sampling rate of theDC is equal to 2QV/ H z, as is recommended by thiper-
LAN/2 standard36]. Hence, on@FDM symbol with a duration of 4:s is represented by
a block of 80 complex-number samples. Consequently, once per 80 samples the receiver
has enough information to demodulate the received samples and output the resulting bits.
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The receiver does not only convert the received signal to data bits by performing the
inverse of the transmitter, but also has to correct distortions caused by the radio channel.
The receiver can roughly be divided into two part8nge domairand afrequency domain
part.

The locations of the functions in the receiver architecture, shown in Fjirare
based on a trade-off between the necessary resolution for a certain correction and the
solution with the minimum number of operations. Furthermore, one tries to keep the
corrections independent of each other by deciding the execution order of the functions.
The most important functions (i.e. the most computationally intensive) will be described
in order to implement the functionality in domain specific embedded processors (e.g. the
MONTIUM architecture). Only the receiver part of thigperLAN/2 physical layer has
been considered, although the transmitter part can be described in a similar way.

TheHiperLAN/2 receiver contains at least the following functions:

e OFDM symbol synchronization®FDM prefix removal;
e OFDM symbol frequency offset correction;

e InverseOFDM,;

e OFDM symbol equalization;

e OFDM symbol phase offset correction;

e OFDM symbol de-mapping;

e De-interleaving’

e Channel decoding;®

e De-scrambling.

OFDM symbol synchronization

The existence of cyclic extend&-DM symbols, and preambles in thigperLAN/2 sys-

tem facilitates synchronization mechanisms in the receiver. The receiver first needs to
synchronize with the transmitter. It does this by detecting the start of a transmission
and then detecting the preamble sections by means of correlating the received stream of
samples with the known preamble.

Because the sampling clock of the receiver hardware is not synchronized with the
clock in the transmitter, th@FDM symbol window in the receiver may slowly wander
away from the ideaDFDM symbol window. Therefore, the start position of the data of
each receive@®FDM symbol has to be determined. The prefix information ofo&bM

2 De-interleaving Channel decodingndDe-scramblingare not defined as baseband processing functions in
this thesis.
3 The implementation of channel decoding algorithms on reconfigurable hardware is discussed in@hapter
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Table 4.4: Matched filter sizes applied idiperLAN/2

Detection of Size of matched filter

PreambleA 16 complex-number samples
PreambldB 16 complex-number samples
PreambleC 32 complex-number samples

Prefix 16 complex-number samples

symbol is used for this purpose. According to the structure ofHiperLAN/2 OFDM

symbol in Figured.3, the first 16 samples and the last 16 samples ofheM symbol

contain the same information. Therefore, the maximum of a sequence of correlations
between 16 samples and 16 samples received 64 samples earlier reveals the location of
the prefix (i.e. the start of theFDM symbol). After the prefix has been detected, the
prefix is removed from th©FDM symbol and the useful data is then processed by the
remaining baseband processing functions. Detecting the preamble is usually referred to
as theprefix removabr guard time removafunction.

In the prefix removal function (and th®IAC frame synchronization function)
complex-number samples are detected with matched filters in order to synchronize the
receiver. In Tablet.4 the sizes of the matched filters that are applied in the different
functions of theHiperLAN/2 receiver are shown.

The cross-correlation operation applied in these matched filters is definddjn (

The outputz, from a matched filter withV samples and two complex-number inpiits
andy is:
1 N-1
gl +i", 4.3)
=0

wherej [i]* denotes the complex conjugateoff].

OFDM symbol frequency offset correction

Usually, the local oscillator(O) of the HiperLAN/2 transmitter and receiver are not fully
synchronized. There exists a difference in mix frequencies between transmitter and re-
ceiver, which is called frequency offset and causes intercarrier interfergngeThese
offsets are primarily caused by inaccurate oscillators in the arrifdigont-end of the
transmitter and receiver. Thel can be removed by compensating for the frequency
offset.

A time domain algorithm can be used to estimate the frequency offset based on
the preambles in thHiperLAN/2 system. The algorithm searches for periodicity in the
preambles. In the time domain a frequency offset causes a phase-shift. Hence, the fre-
guency offset can be determined by taking the total accumulated phase-shift between a
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known and a received signal. The frequency offset is estimated by computing the cross-
correlation of preambl€ [15, 97].

Figure4.6 shows that preambl€ consists of a prefix of 32 samples and 2 equal se-
guences of 64 samples. The sequence consists of 2 GaatsglC’), which are mirrored.
In order to estimate the frequency offset, the first 16 samples of the two sequences are
cross-correlated:

15
X =) F[i]-#li+64]", (4.4)
1=0
with 7 [i] thei’” complex-number sample of the received preamble.
Introducing channel effects, will result in the received baseband signal before sam-

pling:

() = [5(t) - e92mIatHe ﬁ(t,r)} YA, (4.5)

(t) denotes the received baseband signal;
(t) denotes the originally transmitted baseband signal;

)

7
5

e 1 (t,7) denotes the Channel Impulse ResporGiR)
7 (t) defines the channel noise;

e fa declares the frequency offset between transmitter and receiver

(fA = fTw - fRa:)y

e O denotes a constant rotation, e.g. the phase offset;

e the convolution operation is defined by

In order to analyze the frequency offset estimation, the nai¢g), added to the received
baseband signal will be neglected. Moreover, for analysis purpose, the channel will be
considered flath (t,7) = 6 (7):

7 (t) = 5 (t) - e I2mIat (4.6)

Combining equationsi(4) and @.6) yields the correlation result, after sampling:

=
ot

(5[] e72ms0) - (5 [ em2ntativon))”

<
Il
= 11

= |5[i]|? - er2m a0 (4.7)

N
Il
=)
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The angle of the correlation resuk,, determines the total accumulated phase offset over
the correlation interval o84 samples:

/X = 21 fab4 (4.8)

Hence, the phase offset per samplgthat is introduced by frequency offset equals:
¢ = —=2mfa (4.9)

The time-varying phase offsep, is linearly proportional with the frequency offsét :

= 21 fat |ye(ommy € fa = Gy

(4.10)
The cross-correlation computes the total phase offset accumulatedsowamples,
which corresponds to a time interval of 3.2. The maximum frequency offsefa,

that can be detected in this way by using the prear@like+ 156k H z.

—— large frequency offset
- - - small frequency offset
"""" no frequency offset

freq. offset co:i'__rection

phase offset [rad]

o

time [sample index] Em—
Figure 4.8: The effect of frequency offset correction on phase offset.

The frequency offset causes the phase of the received baseband signal to increase (or
decrease) linearly with time. Ideal frequency offset correction would result in a phase of
the baseband signal that is constant over time. However, in real-life the frequency offset
cannot be determined exactly. As a result, the phase of the signal after correction is still
time-variant.

The received baseband signal frofing) is simply compensated for frequency offset
by multiplying the signal with the inverse frequency offset, as estimatefi i)

() =7(t)- e 7% = (5(t) - e I3mIat) . eI ~ 5 (1) (4.11)
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The effects of frequency offset and (non-) ideal frequency offset correction are illustrated
in Figure4.8. The resulting time-variant phase needs to be corrected by a phase offset
corrector in a later stage of thdiperLAN/2 receiver (i.e. equalization). Typically, the
slightly changing phase offset is almost constant during ©ABM symbol of 4 us.

Using the pilot symbols irliperLAN/2, the remaining phase offset can be corrected.

Inverse OFDM

64 time domain samples represent the useful data part d¢fitleeLAN/2 OFDM symbol

that has to be demodulated. Before demodulation can take place, the sub-carrier values
must be retrieved from the useful data part. The Fast Fourier Transk&mhié used to
translate the information in this useful data part from the time domain to the frequency
domain. TheFFT is applied to the vector containing the 64 samples of the useful data
part. TheFFT efficiently implements the Discrete Fourier Transfob#T) [26)]:

N-1
Cla] =) #ln] e 7%, (4.12)
n=0
with x = 0,---,63 and N = 64 for the HiperLAN/2 receiver.7 [n| denotes the vector of
received complex-number input samples in the time donﬁiim] denotes the vector of
complex-number sub-carrier values in the frequency domain.

52 sub-carrier values — 48 complex-number data values and 4 pilot values — can be ex-
tracted from the output of theFT operation. 12 of the 64 sub-carriers in tHiperLAN/2
system are not modulated, generating extra guard spectrum between adjpeemtN/2
channels.

OFDM symbol equalization

The received complex-number values of the sub-carriers may still suffer from distortions
that need to be corrected before de-mapping them to a bit stream. The distortions are
introduced by the wireless radio channel:

e The reflections of the transmitted radio signals have different propagation times
before they reach the receiver;

¢ Slow movement of the receiver introduces a Doppler shift distortion in the received
signal.

These two effects together result in frequency-selective fadigh [In each path the
signal experiences Doppler shift due to motion in the environment. Such motion leads to
frequency shifts in the signal’s spectrum of individual reflected signals. These frequency
shifts can be seen as time-varying phase shifts. At the antenna of the mobile receiver
many reflected signals arrive, all with different phase shifts. Thus, their relative phases
change all the time and the amplitude of the resulting composite signal is affected. So,
the Doppler effects determine the rate at which the amplitude of the resulting composite
signal changes.
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In HiperLAN/2 the maximum speed of the terminal is assumed to be/3, which
results in a maximum Doppler shiffy, of 52 H z. The coherence timé&y, is a statistical
measure of the time duration over which the Channel Impulse Response is invariant. The
Doppler shift and coherence time are inversely proportional to each other,

To ~ i, (4.13)
fa

yielding a coherence time of 2@ for the HiperLAN/2 systems. Hence, theiperLAN/2
channel can be considered constant during at least the time afla@egrame with a
length of 2ms [92).

During equalization all carriers in theFDM symbol are compensated for channel
effects. The equalization @FDM systems is usually performed in the frequency domain.
In principle all carriers are multiplied with the inverse of the channel:

Cla] = Clal- ﬁlm (4.14)

where H [z] is the estimated channel transfer function of it sub-carrier.C [z] de-
notes the received sub-carrier values at the output of the inzee# function, while
C'[z] gives the equalized sub-carrier values. In HigerLAN/2 system 64 sub-carriers
have been defined far= 0, -- -, 63.

The coefficients of th©FDM symbol equalizer in4.14) are defined by the inverse
of the estimated radio channel. This approach is referred rem@sforcing(zF) equal-
ization. Drawback of th&F equalizers is the fact that noise is heavily amplified when
the channel encounters large attenuation. Under heavy noise distortions (i.e. low Signal-
to-Noise Ratio $NR)), it is suggested to use Minimum Mean Squared Ertov§E)
algorithms to determine the equalization coefficients inst@d4dd5, 92]. The MMSE
algorithms try to maximize thBNR at the output of the equalizer.

The equalization coefficients are determined by using information from the received
preamble sections of the physic¢#iberLAN/2 bursts. Because all sub-carriers are modu-
lated in preamblé€, this preamble can efficiently be used to estimate the radio channel.
By using preambl&, the channel transfer (i.e. the equalization coefficient) of every in-
dividual sub-carrier can be determined.

Since the coherence time of a HiperLAN/2 channel is about:20there is no need
to continuously update the equalization coefficients. HiperLAN/2 MAC frame has a
duration of 2ms, and therefore it is sufficient to determine the equalization coefficients
only at the start of evermlAC frame [L5].

OFDM symbol phase offset correction

The various distortions of the transmitted signal caused by a wireless channel make it
very difficult to estimate the frequency offset exactly at the receiver side. Therefore, the
signal, after frequency offset correction, will still experience a small frequency offset.
This small frequency offset causes a small, linearly changing phase difference between
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the transmitted and received signals (Figdrg). This phase offset is small and is as-
sumed to be constant during o@&DM symbol of 4.s. Also, since the transmitter and
receiver are not synchronized, there will be a (constant) phase offset between them.

4 pilot carriers are defined p&@FDM symbol in theHiperLAN/2 system; three pilots
in the OFDM symbol carry identical values, while the fourth pilot takes the negative
value. The common rotation (i.e. phase offset) of the sub-carriers can be determined by
calculating the mean rotation of the pilot carriers compared to their expected values:

PO =-
=1

— 1(Cp7 CH43 C[1 C[21
<P+P+P P), (4.15)

with C [x] the received sub-carrier values of the pilotB. denotes the expected pilot
value. This reference pilot signal is a cyclic extension of a 127-element random se-
guence 36]. PO denotes the estimated common rotation of the sub-carriers. Once the
common phase offset is known, one can apply phase offset correction to all received
sub-carrier values. The correction for phase offset is similag.tb:

S, 4.16
75 (4.16)

whereC [z] denotes the equalized sub-carrier valu€sz] yields the sub-carrier values
after phase offset correction has been applied. Only the 48 sub-carriers containing data
are applied for phase offset correction.

OFDM symbol de-mapping

In HiperLAN/2 four OFDM symbol mapping schemes are availalB®SK, QPSK QAM-

16 andQAM-64. Each of these schemes (or constellations) associates a different number
of data bits per sub-carrier. The symbol mapping function inHiperLAN/2 transmit-

ter groups consecutive bits in the information stream and maps the consecutive bits to
one symbol. The used symbol mapping constellationsiperLAN/2 are shown in Fig-
ure4.9-4.12 The de-mapping function assumes that the most likely symbol to be trans-
mitted was the symbol that maps (given the constellation) to the complex-number value
closest to the received complex-number value. This method of de-mapping is referred to
ashard decisiorde-mapping.

4 The counterpart dfiard decisioris soft decisiorde-mapping. During soft decision de-mapping the decision
of the mapped symbol is made final duriRgC decoding. Advantage of this approach is that all received
information (i.e. theQAM symbol) is maintained duringeC decoding.
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Figure 4.9: HiperLAN/2BPSKconstellation.

Figure 4.10: HiperLAN/2QPSKconstellation.

Q
0010 0110 | 1110 1010

oo11 0111 | 1111 1011
/

0001 0101 | 1101 1001

0000 0100 | 1100 1000

Figure 4.11: HiperLAN/2QAM-16 constellation.
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Q

oo Qo1 Q11 Q10| 110 111 101 1Q0
100 100 100 100|160 100 100 100

Qoo Qo1 Q11 Q10| 110 111 101 100
101 401 401 {01 101 101 101 101

oo Qo1 Q11 Q10| 110 111 101 1Q0
11 411 411 A1 i1 141 i1 141

Qoo Qo1 Q11 Q10| 110 111 101 1Q0
110 110 110 110|110 140 110 190 |

Qoo Qo1 Q11 Q10| 110 111 1Q1 1Q0
010 010 010 010|010 010 010 010

Qo0 Qo1 Q11 Q10| 110 111 1Q1 1Q0
011 011 011 o011 | 011 011 011 011

Qoo Qo1 Q11 Q10| 110 111 1Q1 1Q0
001 001 001 001 | 001 001 001 001

Qoo Qo1 Q11 Q10| 110 111 1Q1 1Q0
000 000 000 000|000 000 000 06O

Figure 4.12: HiperLAN/2QAM-64 constellation.

De-interleaving

In the HiperLAN/2 transmitter all encoded bits are interleaved by a block interleaver,
which has a block size equal to the number of bits in a siafieM symbol, Ncgps.
The interleaving is performed to ensure that:

1. adjacent coded bits are mapped onto non-adjacent sub-carriers;

2. adjacent coded bits are mapped alternately onto less and more significant bits of
the constellation.

The two permutations of the block interleaver are given by the raigs [

. Ncpps k
1= g (k mod 16) + LGJ , (4.17)
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and

j=sx \‘ZJ + (i—l—NCBpS— \‘16>< ! J) mod s, (4.18)
s Ncips

with £ = 0,---, Negps, the index of the coded bit before the first permutatian.
denotes the index after the first permutation, whiildenotes the index after the second
permutation.Ncgps denotes the number of coded bits in a singkbM symbol. s is
determined by the number of coded bits mapped per sub-ca¥iigssc:

N
$ = max (B;DSC, 1) (4.19)

The de-interleaver in theiperLAN/2 receiver has to do the inverse operations®bi()

and @.18. The de-interleaving function in thigiperLAN/2 receiver can be performed
with a convolutional de-interleaver instead of using a block de-interleaver. Block inter-
leavers are considered to be a particular case of convolutional interled2e4g,[91].

The interleaver functionality is not considered part of the baseband processing in
the remainder of this chapter. Therefore, the implementation of the de-interleaver on
reconfigurable hardware is not discussed.

Channel decoding

Forward Error CorrectionHEC) coding is applied iHiperLAN/2. All transport channels

in the MAC frame are separately encoded in thiperLAN/2 transmitter. All bits in the
transport channels are encoded with the same convolutional mother code, but the encoded
bits are punctured depending on the transport channel. The transport channels during the
DL, UL andDiL phases are processed by the channel encoder as a wholeCHhECH
andACH transport channels are individually processed by the encoder.

The convolutional mother code, usedHiperLAN/2, is of rateR = 1/2 with con-
straint lengtht = 7. The generator polynomials of the mother code(@ss, 171) [36).
Depending on the employed physical mode, the convolutional mother code is punctured
to achieve the according coding rates of the different physical modes from Zable
Three different coding rates are applietHiperLAN/2. Therefore, three puncturing rules
have been applied in the encoder. These puncturing rules are referrethte dspen-
dent puncturing Moreover,rate independent puncturinigas been applied in théiper-
LAN/2 encoder. The rate independent puncturing is performed prior to the rate dependent
puncturing. The rate independent puncturing is applied to the tail bits, which force the
convolutional encoder to return to tkerostate.

In a HiperLAN/2 receiver, channel decoding is typically done by Viterbi decod-
ing [117. Chapter6 is completely dedicated to channel decoding techniques.
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De-scrambling

Scrambling is applied in théliperLAN/2 transmitter to randomize the data bits. The
randomization is done to avoid bit sequences of consecatiesor zerosin the data bit
stream. The scrambler is implemented using the generator polynomial:

X"oXx'@1, (4.20)

with X the state of the scrambler. The same scrambler polynomial is applied for gener-
ating the pilot values in theliperLAN/2 OFDM signal. The scrambler structure is used
both to scramble the transmitted data and to de-scramble the received data.

4.3.3 HiperLAN/2 receiver implementation

In this section we describe how the computationally intensive parts of the baseband pro-
cessing in theHiperLAN/2 receiver are implemented on reconfigurable hardware. The
coarse-grained reconfigurabledWTtium Tile ProcessorTP) [54, 55] is used as tar-
get architecture for mapping the baseband Digital Signal Processigg) élgorithms.
The physical layer of theliperLAN/2 receiver is implemented on a General Purpose
Processor@PB in combination with several INTIUM TPs. Figure4.13shows the func-
tional baseband processing blocks in the receiver that are implemented on the System-
on-Chip 600°. The solid arrows in Figurd.13indicate the data, which is processed
in consecutive processing tiles. The input consists of data samples, whiclofebivi
symbols. The output of the baseband processing part results in encoded channel bits.
The baseband processing functions are supported ®yRawhich is used for control
purposes. The control streams between the processing tiles are shown as dashed arrows
in Figure4.13 The data streams between the processing tiles are mapped on channels of
the Network-on-ChipNoC). TheNoC provides the on-chip communication network in
theSoC

Irregular tasks, which are outside the algorithm domain of thexwium, are per-
formed in software (i.e. on thePP. The irregular processes in thgperLAN/2 receiver
are the channel estimation functions, like frequency offset estimation and computation
of equalization coefficients. Because of its relatively large coherence time, the channel
estimates have to be updated only once A€ frame, i.e. once per #hs. Table4.5
shows the results of partitioning the receiver’s functionality over tleenivium TPs and
theGPP

OFDM symbol frequency offset correction

The frequency offset correction is implemented on or@NvliuM tile. During correction
every complex-number sample is multiplied with the frequency offset correction factor.
This correction factor is determined with a Look-up TaklgT) based on the estimated
frequency offset. The frequency offset is estimated in software bg®r@nce peMAC

5 The implementation of the prefix removal function on theNrium TP is not covered in this thesis. A
mapping of the function has been discussed.itf].
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4 A

General Purpose

A »{__ Processor ) TTTC !
' v
Y )
Prefix Inverse
removal OFDM

\_ Montium Tile 3 )

Montium Tile 4

A

Figure 4.13: HiperLAN/2receiver mapped on a tiled reconfiguraldeC

frame. OneDFDM symbol, containing 64 complex-number samples, can be corrected in
67 clock cycles when implemented on theoMTIUM.

A summary of the implementation properties for frequency offset correction imple-
mented on the MNTIUM is given in Tablet.6. The amount of instruction contexts in the
MONTIUM is an indication for the number of ®™TIuM decoder instructions. The table
only summarizes the number of clock cycles required for data processing. The commu-
nication overhedlj e.g. loading data into the &NTIUM, is not taken into consideration
in Table4.6.

The implemented frequency offset correction is performed accordidgtd) ( Every
received complex-number sample is rotated with the accumulated phase offset, which is
caused by frequency offset. The accumulated phase offset is calculated for every sample
based on the estimated phase offset per sample caused by frequency offset. The slope
of the graph in Figuret.8 indicates the phase offset per sample, which is caused by
frequency offset.

The rotation for every complex-number sample is determined on a sample basis. First
of all, the accumulated phase offset is calculated. The accumulated phase offset gives the

6 The oFDM symbol frequency offset correction is implemented on theNwlium according to the block
communication principle. However, the implementation can be adapted for streaming communication easily.
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Table 4.5: Reconfigurable hardware/software partitioning of thigerLAN/2functionality.

Multiplies  Additions

Implemented Block per per
in size MAC frame MAC frame

Determine
frequency software 32 64 64
offset
Determine
equalizer software 52 0 0
coefficients
Prefix removal - 80 - -
Frequency
offset MONTIUM 64 127744 95309
correction
InverseOFDM MONTIUM 64 383232 574 848
Equalizer,
Phase offset, MNTIUM 52 203 184 104082
De-mapper

address in th&UT, which contains the complex rotation factors. The memory address
defines the phase of the rotation factor. Multiplication of the received sample with the
rotation factor yields the sample that is corrected for frequency offset. By using two
parallelLUTs, theLUT performs the translation from the polar coordinates to the cartesian
coordinates system. On&JT contains thecosineinformation whereas the othetT
contains thesineinformation:

rotation = cos (¢) + j sin (¢) (4.22)

The estimated frequency offset, which is determined inGRE, is actually determined
as a phase offset per sample. This phase offset per sample takes values in the range

Table 4.6: Computational requirements for frequency offset correction implemented on the
MONTIUM per OFDM symbol.

# clock cycles 67
# interconnect contexts 1
# memory contexts 4
# ALU contexts 2

# register contexts 4
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[—7, 7). In the MONTIUM the normalized phase offset,, = ¢/, is used to determine

the frequency offset correction coefficients because the normalized phase offset takes
values in the rangé-1, 1), which perfectly fits the fixed-point number representation
used in the NONTIUM.

The normalized phase offset represents the rotation used to correct for frequency
offset. The normalized phase is used as the look-up address. Indhg MM imple-
mentation twaLUTs are used to generate the complex rotation factor as givehag) (

Both thereal andimaginarypart of the rotation are determined using sepatrdfes, with

Pn = 30/77:

el = cos (ip) + jsin () (4.22)

In the MoNTIuUM-based frequency offset correction implementatiahjy1 through
ALU4 are involved in the complex multiplication. Every received sample is multiplied
with the complex rotation factor. The received input samples are stored in memories
MEML1 (real part) and MEM3 (imaginary part). The real and imaginary part of the fre-
quency offset corrected samples are stored in MEM2 and MEM5, respectively. MEM9
and MEM10 are used ibUT mode to generate the rotation factor. The memory address
for the LUTs is determined byLU5, which keeps track of the total accumulated phase
over the received samples of tlle=DM symbol. The phase offset per sample due to
frequency offset, which is determined by the frequency offset estimator, is added to the
already accumulated phase for every sample. Consequently, the accumulated phase is
linearly increasing or decreasing with time as shown in Figuée Figure4.14shows a
detailed diagram of the implemented main loop on theNwtium during the frequency
offset correction.

The locality of reference principle is directly applied to the mapping of the frequency
offset correction on the NTIUM. The mapping of the functionality to the Arithmetic
Logic Units (ALUS) and memories is chosen in such a way that the data is closely located
near the data processing units. Storing the data close to the data processing units avoids
communication overhead, which is the main motivation to apply the locality of reference
principle.

Basically, the frequency offset correction on the real part of the complex-number
samples is applied bxLU1 andALU2. ALU3 andALU4 are involved in the imaginary
part. According to the locality of reference principle, the output of the frequency offset
correction can best be stored in MEM1, MEM2, MEM3 or MEMA4 for the real part and
MEMS5, MEM6, MEM7 or MEMB for the imaginary part. Therefore, MEM2 and MEM5
are used to store the real and imaginary part of the frequency offset corrected samples,
respectively. These memory units are chosen to store the results, because the local in-
terconnects between tia¢.Us and memories can be used. Using the local interconnects
instead of the global interconnects, results in a more energy efficient mapping. Local
interconnects only invoke local signal activity within a Processing P&t (vhereas the
global interconnects result in signal activity in the entire Processing Part APraY. (

SinceALUS5 is applied as address generator forthd's and because it is common
practice to use the local interconnects for energy efficiency, thes have been situated
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Figure 4.14: Main loop of frequency offset correction mapped onNh@NTIUM.

66



4.3 —HiperLAN/2

Table 4.7: Computational requirements f&FT-64 processing on thBlONTIUM.

# clock cycles 204
# interconnect contexts 17
# memory contexts 21
# ALU contexts 1

# register contexts 2

in the memories MEM9 and MEM10. The look-up rotation factor is routed via the global
interconnect t&LU 1 throughALU 4, that are involved in the frequency offset correction.

Inverse OFDM

The inverseOFDM function in HiperLAN/2 is done using arFFT-64 operation. This
operation is performed by radix-2 butterflies, which can be efficiently mapped on the
MONTIUM. For FFT-64 signal processing,$!) log,(64) complexmultiplications have

to be calculated. One complex multiplication can be implemented wita#multi-
plications, which can be calculated in theoMTIuM in a single clock cycle. On the
MONTIUM architecture th€FT-64 can be performed if% + 2) log, (64) clock cycles.

The 2 extra clock cycles pétFT stage are due to pipelined memory accesses of the
MONTIUM memories b4]. In general, an N-poinEFT kernel, with N a power of 2 is
performed in(4 + 2) log, (V) clock cycles on the MNTIUM architecture.

TheFFT algorithm use#\LU 1 throughALU4 for Multiply-Accumulate MAC) oper-
ations. All 10 memories of the MINTIUM are used durin§FT computation. Two mem-
ories, MEM9 and MEM10, are used to store the real and imaginary part of the twiddle
factors, respectively. The remaining memories in theNtium, MEM1 to MEM8, are
used to stored the (intermediate) results offRE algorithm. The size of the local mem-
ories in the MONTIUM determines the maximuFT-size that can be supported; with a
memory depth 01024 addresses, the maximum suppored-size iSN,,,q, = 2048.

A summary of the MONTIUM-basedFFT-64 implementation is given in Tablg7.

The amount of instruction contexts in thedWTium is an indication for the number of
MoNTIUM decoder instructions. From Tablde7 can be concluded th&FT processing
is especially complex with its memory management. The information in FaBlenly
covers the data processing and not the communication ovethead

TheFFT implementation on the INTIUM is available in two 'flavours’streaming
or blockcommunication. The streaming communication alternative oFfTealgorithm
achieves higher throughput than the block communication implementation. In streaming
communication mode, data words are processed immediately as they become available
from the on-chip network. The results after processing are again immediately sent over
the on-chip network. Conversely, during block communication mode, the data words

7 The FFT-64 operation is implemented on thedWTiuM according to the block communication principle.
However, the implementation can be adapted for streaming communication easily.
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are first stored in the local memories of theoMTIum before they are processed. After
data processing, the results are stored in the local memories of theridm. Via the
on-chip network the data is stored in or retrieved from the local memories, resulting in
extra communication time (i.e. communication overhead).

OFDM symbol equalization

The Channel Impulse Respons&R) is assumed to be time-invariant during one com-
pleteMAC frame, because the coherence time of the wireless channet{P®& much
longer than the duration of ®IAC frame (2ms). Therefore, the equalizer is trained
only once pemMAC frame. The equalization coefficients are determined by dividing
the predefined preamb(@ values, which are the known training values, by the received
complex-number training values. The computation of the equalization coefficients is
done on thesPP This function is implemented in software (i.e. on theP because it
occurs infrequently, i.e. once everyn2s, and because the ®NTIUM is not optimized

for complex-number divide operations. However, it is possible to do divide operations
using theLUT functionality of the MONTIUM.

The complex-number equalization coefficients are stored in the local memories of
the MoNTIUM. During equalization each of the 52 complex-number sub-carrier val-
ues is multiplied with its corresponding complex-number equalization coefficient. The
MONTIUM computes a complex-number multiplication in a single clock cycle using 4
ALUs. The 48 equalized sub-carriers containing data are stored in the local memories of
the MoNTIUM. The 4 pilot sub-carriers are not stored in memory, but used to determine
the phase offset.

Figure4.15shows a detailed picture of the implemented main loop on tbeiMum
during OFDM symbol equalization.

The real and imaginary input samples are stored in memory MEM1 and MEM3,
respectively. These input samples are multiplied with the complex-number equalization
coefficients inALU1 throughALU4. The real and imaginary part of the equalization
coefficients are stored in memory MEM5 and MEM7, respectively. These coefficients
are infrequently updated by thePP by means of writing the new coefficients in the
memories. Basically, th&@FDM symbol equalization on the real part of the complex
samples is applied byxLU1 andALU2, whereasALU3 andALU4 are involved in the
imaginary part. The equalized samples at the outputLafl andALU 3 are stored in
memory MEM2 and MEMS6, respectively. Analogous to frequency offset correction,
the mapping of the equalization on thedWMTIUM is based on the locality of reference
principle.

OFDM symbol phase offset correction

After equalization the 4 pilot values are used to determine the phase offset correction
factor. The phase offset correction factor is determined in tliwMum, because the
phase offset can vary for eve@~DM symbol and so the correction factor has to be
determined on a®FDM symbol basis (once every;é4). Hence, estimation of the phase
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Figure 4.15: Main loop of equalization mapped on tMONTIUM.

69



Chapter 4 —OFDM Communication Systems

offset correction factor in software (i.e. on tB®P would create large communication
overhead between tl@&Pand the MONTIUM tile.

The phase offset of the sub-carriers is estimated in teeiMuM by calculating the
mean rotation of the pilot carriers compared to their expected values, accordihgFo (
According to @.16), the inverse of the estimated phase offset has to be multiplied with
the equalized sub-carrier values. The inverse operation is implemented irctkel Wm
with LUT functionality.

The reference signal transmitted in the pilot carriers of@F®M signal is defined
as a cyclic sequence of 127 elemer86]] The pilot value to be received is chosen in
accordance with theFDM symbol number. Hence, the pilot carrier values are repeated
for every 1270FDM symbols. This reference sequence of pilot values is stored in a local
memory of the MONTIUM, i.e. MEM8.

Phase offset correction invokes also a complex multiplication, like equalization. As
a consequence the equalizer and phase offset corrector use the same functionality of
the MoNTIUM. Hence, the same configurations of hieUs used forOFDM symbol
equalization are reused. The equalized samples are loaded from MEM2 and MEM6 and
used as input for the phase offset correction. The phase offset correction is applied in
ALU1 andALU 2 for the In-phase component of tb&DM signal and imALU 3 andALU4
for the Quadrature component.

Figure 4.16 depicts the main loop of the phase offset correction mapped on the
MONTIUM. The phase offset correction is combined with @M symbol de-mapping
in a pipelined manner. The mapping of the phase offset estimation, which is performed
before phase offset correction, is not shown.

OFDM symbol de-mapping

The corrected complex-number samples are translated into a bit stream in a pipelined,
parallel manner. Hard-decision de-mapping is implemented usifngfunctionality. A
parameterizable de-mapper is implemented, which sup&8< QAM-16 andQAM-
64 modulated signals by only changing the contents ofLthe in the memory of the
MONTIUM.

The de-mapping of the receiver-DM signal is performed iP5, containingALU5
and MEM9 and 10. IrALU5, the In-phase and Quadrature components of the corrected
OFDM signal are combined in order to generate the memory address in the de-mapping
LUT. The de-mappingUT is situated in MEM9. The de-mapped bit sequence is stored
in MEM10.

Figure 4.16 depicts the main loop of the pipelined phase offset correction and de-
mapping mapped on the MNTIUM.

The OFDM symbol equalization, phase offset correction and hard-decision de-
mapping are completely integrated in oneNirium. A summary of the pipelined im-
plementatiofis given in Tabled.8. The amount of instruction contexts in thedMTIUM

8 The OFDM symbol equalization, phase offset correction and de-mapping is implemented orotire b1
according to the block communication principle. However, the implementation can be adapted for streaming
communication easily.
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Figure 4.16: Main loop of the pipelined phase offset correction and de-mapping mapped on the

MONTIUM.
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Table 4.8: Computational requirements for combin@egDM symbol equalization, phase offset
correction and hard-decision de-mapping on tl®NTIuM per OFDM symbol.

# clock cycles 110
# interconnect contexts 2
# memory contexts 5
# ALU contexts 3
# register contexts 13

Table 4.9: Properties of thediperLAN/2receiver implementation.

Frequency Equalizer,
offset Inverse  Phase offset,
correction OFDM  De-mapper
Execution time [cycles] 67 204 110
Communication time [cycles] 128 116 <100
Minimum system clock with
streaming communication M Hz] 17 51 28
Minimum system clock with
block communication MHZ] 49 80 53
Minimum processor clock
with block communication [/ Hz] 25 72 37
(@ 100M Hz)
Configuration size [bytes] 274 946 576
Configuration time [cycles] 137 473 288

is an indication of the number of ™NTIUM decoder instructions. The information in Ta-
ble 4.8 only concerns the data processing and not the communication overhead.

HiperLAN/2 receiver implementation results

TheHiperLAN/2 receiver is implemented on a tiled reconfiguradte according to Fig-
ure4.13 The tiled reconfigurabl€oCtemplate is introduced in Chapt@r The imple-
mentation characteristics of tlesPkernels in theHiperLAN/2 receiver are summarized

in Table4.9. The table shows the impact of the communication overhead indi@
which can be performed by streaming or block mode communication. Furthermore, the
configuration overhead of theSPkernels implemented on the coarse-graineoNdium

is given.
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Configuration The configuration sizes of the ®NTIUM TPs are small for the different
functions (Tablet.9). MoNTIUM Tile 3 (see Figuret.13, on which the invers©FDM

is performed, requires the largest configuration size. The configuration of Tile 3 con-
tains less than kB of configuration data. The configuration data is written into the
configuration memory of the EINTIUM in about 500 clock cycles as every clock cycle
16-bits are written. Suppose that theoMTIUM is configured at a clock frequency of
100 M H z, then Tile 3 can be configured in 4.73. Notice that the maximum radio
turn-around timé of the HiperLAN/2 communication system is s [35], so the imple-
mentedHiperLAN/2 receiver can be considered as a real-time dynamically reconfigurable
receiver.

Frequency scaling Since theDSP kernels in theHiperLAN/2 receiver are mapped on
different MONTIUM TPs in theSoCarchitecture, frequency scaling can be easily applied.
Frequency scaling in combination with voltage scaling is an important means to control
the power consumption of embedded systems. The idea of dynamic voltage scaling is to
keep the supply voltage as low as possible. The maximum operating frequency is tightly
coupled to the supply voltage level. This means that by down scaling the clock frequency
of hardware, the supply voltage can be lowered as well, resulting in a cubic decrease of
the power consumption (Chaptex.
All DSPoperations in the physical layer of th#perLAN/2 communication system
are performed o®FDM symbols. EveryOFDM symbol has a time period of 4s. So, it
should be assured that eaclr4a newOFDM symbol can be processed by the receiver.
Typically, the clock frequency of thsoC is fixed and the clock frequency of the
processor tiles can be varied. In case of block mode communication and under the as-
sumption that the clock frequency of theC is fixed at 100M H z, this results in the
situation that the clock frequency of thedWTium tile for frequency offset correction
has to be at least 28/ H .
In case of block mode communication and when both the clock frequency Nbthe
and the reconfigurable processor tile can be adapted, the situation exists where the clock
frequency of the entir8oC (i.e. processor tiles andoC) can be scaled to its minimum
value. The minimum clock frequency of the system would in this case be reduced to
49 M H = for frequency offset correction. However, this situation is fairly unlikely to
happen because managing the adaptable clock frequency of the cawe@izrcomplex.
Introducing the streaming communication mode variant of is@ kernels in the
HiperLAN/2 receiver provides a situation wherein the data processing and communication
are performed in parallel. In this case the data words are processed immediately as they
become available from the on-chip network. Consequently, the communication time is
not a bottleneck. For example, the data processing for frequency offset correction is
performed during 67 clock cycles and needs to completesin.4Hence, the minimum
clock frequency of the MNTIUM tile is 17 M H = for frequency correction. In case of
streaming communication, the clock frequency of N should be at least 17/ H z.

9 The radio turn-around time indicates the time to switch from transmit to receive mode in a communication
transceiver, and vice versa.
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Typically, the clock speed of theéoC s fixed to the maximum operating frequency of the
processing tiles.

Energy consumption Using power estimation tooling, the dynamic power con-
sumption of a typicalMAC operation in the MONTIUM was estimated to be about
0.5mW /M H z, realized in a 0.13m CMOStechnology. The area of a singlediTium
TPis about 2nm? in this technology $4).

4.3.4 HiperLAN/2 implementation verification

The implementedHiperLAN/2 receiver is tested by means of hardware / software co-
simulations. A reference model of thigperLAN/2 receiver was implemented in NfLAB
(using 64-bit floating-point computations) in order to verify theMrium implemen-
tation. Simulations were performed with both the reference model and threTMIm
implementation of theédiperLAN/2 receiver. In each simulation a downlinkL() burst,
containing 5000FDM symbols, was received. In tid burst, the first twdDFDM sym-
bols of theMAC frame contain preambl€ (Figure4.6). This preambleC was used to
estimate the frequency offset and the equalization coefficientsOFb& symbols were
QAM-16 modulated in the experiments, so in each experifei6 bits were received.

Hardware / software co-simulation framework

Figure 4.17 shows a co-simulation environment comprising\iAg [71] and Mob-
ELSIM [73], which is used for functional simulations. Using this co-simulation envi-
ronment, we can simulate the baseband functionality oHiperLAN/2 communication
system in software (i.e. using MLAB) and partly in hardware (i.e. using®bELSIM).

All functions of theHiperLAN/2 receiver that will be implemented in tt@PPof the
final SoCimplementation, are simulated inMLAB code. The hardware simulations are
performed by MoDELSIM, which simulates th&TL code of the MONTIUM TP.

Wireless channel model

To verify more realistic scenarios, tl#perLAN/2 receiver was simulated together with
different wireless channels. The wireless channels introduce multipath and Additive
White Gaussian NoiseA(WGN). In [15] five types of channel models fatiperLAN/2

are given, which are derived from measurements in typical indoor and outdoor environ-
ments. These channel models are defined for standardized system arvdysitHe
parameters of the channel models are shown in Tadlé Figure4.18shows the wire-

less channel model used in our experiments. The multipath channel can be modelled by
means of a tapped-delay model, where each tap represents a path of the wireless signal
that traverses from transmitter to receiver.
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Figure 4.17: The hardware/software co-simulation environment.

Introducing all channel effects, as depicted in Figdr&8 results in the received
baseband signal before samplidg5):

F(t) = [5(1) - e92mIattO o ]y (t,T)} + 7 (t)
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Figure 4.18: TheHiperLAN/2wireless channel model.
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where the parameters of the channel model are implemented as follows:

e 5(t) denotes the originally transmitted baseband signal;
e h(t,7) denotes th€IR;
e 7 (t) defines the Additive White Gaussian Noig&\(GN);

e fa denotes the frequency offset between transmitter and receiver

(fa = frz — [Rre);

e O denotes the common phase offset.
The time-varianCIR defines the multipath contributio82, 123:

L-1
h (t,7) = Z a (t)o(r—m), (4.23)
1=0

where
¢ 7, defines the delay of the taps;
e ¢; denotes the complex-number amplitude of the taps;
e ¢ is the Dirac pulse;

e [ gives the number of taps in the delay-line.

The channel realizations in TablelOare modelled with, = 18 taps. The taps are as-
sumed to be statistically independent and complex Gaussian distributed with zero mean.
Except for the first tap, which can have a Ricean distribution for channel type D, all taps
have Rayleigh fading statistics. Additionally, the signal in each path experiences Doppler
shift due to motion in the wireless environment. Such motion leads to frequency shifts in
the signal’s spectrum of individual reflected signals. These frequency shifts can be seen
as time varying phase shifts. At the antenna of the mobile receiver many reflected sig-
nals arrive, all with different phase shifts. Thus, their relative phases change all the time
and the amplitude of the resulting composite signal is affected. So, the Doppler effects
determine the rate at which the amplitude of the resulting composite signal changes. The
maximum speed of the terminal is assumed to be/3, which results in a maximum
Doppler shift of 52H z. According to é.13), the channel is considered constant during
the experiments (i.e. during the time of 506DM symbols).

To speed up the simulation time, the simulation sampling rate is equal tdighe
LAN/2 baseband sampling rate of 20 H = instead of the transmission rate of & z.
The wireless channel models the frequency offset and phase offset explicitly. The sam-
pling clocks of theHiperLAN/2 transmitter and receiver are synchronized in our experi-
ments, which means that there does not exiEbM symbol drift (e.g. jitter). The MT-
LAB/SIMULINK HiperLAN/2 transmitter model described iB7] is used to generate the
HiperLAN/2 bursts.
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Table 4.10: Parameters of typicaHiperLAN/2channels 15].

Channel type 7,5 [ns] Environment Line-of-sight
A 50 office no
B 100 open space / office no
C 150 large open space no
D 140 large open space yes
E 250 large open space no

HiperLAN/2 performance simulations

The wireless channel model is used to verify the correctness of the implenttipted
LAN/2 receiver.

The Bit Error Rate BER) curves in Figurel.19and4.20 show the performance of
the implementedHiperLAN/2 receiver under different wireless channel conditions. The
results are shown for both the diTium-based receiver (labelled "Montium™) and the
floating-point reference model (labelled "Reference”). B&R of the HiperLAN/2 re-
ceiver is determined at the output of the hard-decision de-mapper.

The HiperLAN/2 receiver was simulated using both an "A” and "E” channel with
multipath and using aAWGN channel without multipath. Th&VGN channel was sim-
ulated in order to verify whether the ba®df€DM functionality of theHiperLAN/2 receiver
is functioning correctly. DuringdWGN channel simulation, the equalization coefficients
are initialized with real constants. Hence, the results oMR&N curves in Figurel.19
and4.20are not influenced by the channel estimation and equalizer functionality of the
receiver. Multipath channel "A” and "E” are chosen for verification because these chan-
nel types represent two extreme cases in their channel characteristics. The multipath
channel type "A” and "E” simulations verify the correctness of the channel equalization
functionality in the receiver.

The curves of the MNTIUM receiver and the reference model in Figdr&9 and
4.20 show hardly any difference iBER. The BER gap between reference model and
MONTIUM implementation increases when tABR becomes better. Possibly, for bad
channel conditions (i.e. Io@NR) the BER is mostly determined by the wireless chan-
nel. Whereas, for good channel conditions (i.e. F8§tR) the limited 16-bit fixed-point
precision of the hardware has a significant influence omBtR

The effects of the analoBF front-end on the received signal were explicitly mod-
elled. A frequency offset between thes of the transmitter and receiver was simulated.
TheBER curves in Figuret.21 depict the simulation results of théiperLAN/2 receiver
in wireless channel type "A” conditions with variable frequency offset 8N& settings.

In case of an ideal "A” channel, theNR of the received signal during simulation was
assumed infinite (i.e. no noise was added in the wireless channel, only multipath was
considered). The results in Figu4e21 show that the implementddiperLAN/2 receiver

can correct for frequency offset up to 1507z, which was already expected accord-
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Figure 4.19: TheBERbefore error correction under different wireless channel conditions without
frequency offset.
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Figure 4.20: TheBERbefore error correction under different wireless channel conditions with

frequency offset.
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ing to 4.10 [15). Typically, the frequency offset correction inHiperLAN/2 receiver

can be improved by applying two steps. Firstly, coarse frequency offset correction is
applied, which estimates the frequency offset roughly and align©BDM spectrum.
Secondly, fine frequency offset correction removes the remaining frequency offset from
the received signal. The preamiflebased frequency offset estimation is well suited for
the fine frequency offset correction phase.

The phase offset between thes of the transmitter and receiver is another distortion
induced by the analoBF front-end. Additionally, the frequency offset correction func-
tion is also able to cause common phase offset. The phase offset causes a phase shift
in the constellation of the received signal. Under different channel conditions we have
explicitly modelled the enforced phase offset. BER curves in Figuret.22depict the
simulation results of théliperLAN/2 receiver in wireless channel type "A” conditions
with variable phase offset arfNR settings. The&SNR of the received signal during simu-
lation was assumed infinite for the ideal "A” channel (i.e. only multipath was considered
and no noise was added in the wireless channel). The simulation results show that the
implementedHiperLAN/2 receiver can correct for phase offset. Furthermore,BiER
curves show that the reference model and thenwlium implementation give almost the
same results.

HiperLAN/2 performance

Only the baseband processing of thiperLAN/2 receiver is implemented on the
MONTIUM (in Section4.3.3. FECdecoding, like Viterbi decoding, is not explicitly im-
plemented in these experiments. However, since the characteristicsrEtncoders

that are used in thiiperLAN/2 communication system are know8d], the upperbounds

for theBER afterFECdecoding can be calculatetid3 Chapter 7]. These estimations are
upperbounds of the convolutional decoding algorithm (e.g. Viterbi decoder). Fg2Be
and4.24 show the upperbounds that are calculated for coding rate 9/16 and 3/4 based
on the results of Figuréd.19and4.20 respectively. TheseEC settings in combination

with the QAM-16 modulation comply with mode V and VI of th¢iperLAN/2 standard,
respectively (Tabld.3).

The probability of abit error after error decoding is given iiR3 equation (7-16)]:

Po< > by, (4.24)
k:dfre.e.
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Figure 4.21: The effect of frequency offset on BERfor different wireless channel settings.
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where

e ¢, denotes the number of bit errors associated with all paths that are Hamming
distancé® k from the all-zero path;

e P, defines the probability of incorrectly selecting a path through the trellis with
Hamming weight* &.
According to [L23 equation (7-12)]P is defined by:
k

P o= Y (i)pe (1-p)° (4.25)
e=(k/2)+1
+ 1( g >pk/2(l—p)k/2 for k even
2\ /2 '
"k
P = > (e)p8 (1—p)e , for & odd
e=(kt1)/2

p denotes the probability of an incorrectly received bit at the receiver befetaecod-
ing in (4.25. The probability of incorrectly selecting a path that is Hamming distance
k from the all-zero path is a function of the channel and the recedi® An incor-
rectly received bit at the receiver befof€C decoding can result in the situation that
the FEC decoder selects an incorrect path in the trellis, because the incorrectly received
bit sequence is close to another output codeword sequence of the convolutional encoder.
Hence, in order to estimate tiBER after FEC decoding based on the results of the ex-
perimentsp has to be substituted with tlBER results befor&ECdecoding (i.e. th8ER
curves from Figurét.19and4.20).

Table4.11summarizes the associated bit errors of an incorrectly chosen path trough
the trellis. The associated bits are given for the mother code used ifigh AN/2
communication systend[/, 123. The associated bit errorg,, were substituted ird(24).

Discussion The HiperLAN/2 receiver needs a Bit Error Rat8ER) of 2.4 - 10~% in
order to reach the minimum defined sensitivity of 10% Packet Error FetB) (36].
The upper bounds on thgER after FEC decoding show that the minimum sensitivity
can be met with the MNTIUM implementation. Note that these upper bounds are rough
estimates. Moreover, the accuracy of 8ER curves in Figuret.23and4.24for BERS
lower thanl.5 - 102 or 2.0 - 10~2 are questionable because the estimates are based on
3/4 x 95616 or9/16 x 95616 decoded bits for mode V and VI, respectively.

Unlike theHiperLAN/2 receiver in P6], the MoONTIUM-based receiver is also simu-
lated under multipath conditions. Without multipath conditions the implemehijs-
LAN/2 receiver shows the required performance. However, we discovered that Zimple
equalization is not satisfactory in case of multipath conditions. More robust and complex
channel estimation algorithms that are less sensitive to noise should be used instead.

10 The Hamming distance gives the number of bits that are different between two bit sequences.
11 The Hamming weight of a codeword is given by the number of non-zero elements in the codeword.
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Figure 4.23: The calculated upperbound of tBERafter error correction without frequency
offset.
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Figure 4.24: The calculated upperbound of tBERafter error correction with frequency offset.
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Table 4.11: Associated bit errorsgy,, of an incorrect path at Hamming distanédor the
HiperLAN/2channel coder ak = 1/2, 9/16 and3/4 [57, 123.

Coding Free C
rate,  distance forkisdy...
R dy +0 +1 +2 +3 +4 +5 +6
1/2 10 36 0 211 0 1404 0 11633
9/16 7 2.67 10.33 53.33 297.33 1504 7769 -
3/4 5 2 109 357 1178 3423 1172.2 -

4.4 Digital Audio Broadcasting

The Digital Audio BroadcastingdAB) standard38] was initiated — in the early 1980s —
to replace the analogM radio services and has already been adapted by many countries
all over the world. TheDAB system is capable of delivering data and audio services to
end users. The source encoding of the audio services usétte-1 Layer 2 (P2)
Audio Coding scheme for reducing the audio bitrate. TI& radio system provides
audio services with almo&tD quality. Four transmission modes are definedaB
which enableDAB signal transmission over a wide range of operating frequencies under
different radio channel conditions.

The techniques of thBAB receiver are outdated compared to state-of-the-art digital
broadcasting standards suchté&M andDVB. The DAB working group is working on
the DAB+ specification. One of the main revisions for th&B standard is the addition
with High EfficiencyAAC (HE-AAC) [39]. Advanced Audio CodingAAC) is currently
the most efficient audio coding scheme and requires a bit rate @bp4to provide
good audio quality on stereo stations. TWe2 audio coding scheme requires roughly
192 kbps to achieve similar audio quality.

4.4.1 DAB transport mechanism

The DAB system is capable of delivering data and audio services. ThereforBAthe

signal has to multiplex several digital audio signals with data signals. These audio and

data signals are denoted as service components, which can be grouped together to form

the final service to the end user. The service components are transmitted in sub-channels.

The entireDAB signal, called th®AB ensemblgecan contain at mosid sub-channels.
TheDAB transport mechanism defines three channels to transmit information. These

three channels together form thbaB transmission frame:

e Synchronization channel
The synchronization channel contains training information for frame synchroniza-
tion and demodulator initialization. The synchronization channel contains two
OFDM symbols in every transmission mode. The fo§DM symbol is referred to
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DAB transmission frame

Synchronization Fast Information . .
Channel Channel (FIC) Main Service Channel (MSC)
FIB FIB CIF CIF

Figure 4.25: Transmission mode independent description othB transmission frame.

as thenull symbol, which is used for frame synchronization. The secoROM
symbol of the synchronization channel is the phase reference symbol. This phase
reference symbol is used to initialize the differential demodulator. Umiker-

LAN/2, the DAB signal does not carry any pilot information except for this phase
reference symbol in the synchronization channel;

e Fast Information ChanneHC)
The FIC contains the configuration information that the receiver needs to de-
multiplex the various sub-channels. THIE is a non-time-interleaved data channel
with fixed equal error protection. The essential information inRteis the Mul-
tiplex Configuration InformationMClI), which contains information on the multi-
plex structure. ThevCl also contains information about a reconfiguration of the
multiplex;

e Main Service ChanneMSQ
The MSC is used to carry the audio and data service components.MBi@Eis a
time-interleaved data channel divided into a number of sub-channels, which are in-
dividually convolutionally coded; every sub-channel can be protected individually
with equal or unequal error protection. The organization of the sub-channels and
service components is called the multiplex configuration.

The organization as well as the length ad&B transmission frame depends on the trans-
mission mode as seen in Tallel2 The Fast Information BlockA{B) and the Common
Interleaved FrameQ(F) provide transmission mode independent data transport packages
associated with thelC andMSC, respectively. AllFIBs contributing to one transmission
frame are divided into a number of groups equal to the numbeéifrsf contributing to

the same transmission frame. The information in one grotfBH refers to on€IF (i.e.

for transmission mode I, II, lll and IV exist 4, 1, 1 and-BB groups, respectively). The
transmission mode independent description ofthB transmission frame is depicted in
Figure4.25

OneCIF always containg5 296 bits. The smallest addressable unit of @€ is the
Capacity Unit CU), containings4 bits. Hence, on€lIF contains864 CUs. Since thauSC
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Table 4.12: Transport characteristics of thRAB transmission frame38].

Transmission Frametime, FRiBs #CIFs
mode Ty [ms]  perframe perframe
I 96 12 4
Il 24 3 1
[ 24 4 1
v 48 6 2

is divided into sub-channels, each sub-channel occupies an integral number of consecu-
tive CUs. The sub-channels in the multiplex are addressed imM@ieby their associated
CUnumber (- - - 863). Each of these sub-channels is individually convolutionally coded
with its appropriate error protection.

The data in thevSC is divided into bursts of 24ns. Each burst is referred to as a
logical frame and is associated withC#F. Because of additional error protection, the
convolutionally coded data of all sub-channels within one logical frame are interleaved
in time. The time interleaving spreads the convolutionally coded bits of the sub-channels
over 16 logical frames (i.e. over 384s) to suppress burst errors in tbaB signal.

The DAB standard is based on tkl&=DM communication principle. Different trans-
mission modes have been defined for different radio channel conditions. Th@©basic
characteristics of th®AB standard are summarized in Tallel for all transmission
modes. The occupied bandwidth of tbeB signal is 1.54M Hz. FFT sizes 0f2 048,

512, 256 orl 024 are applied for the transmission modes, respectively. ©a86, 384,

192 or 768 carriers have been modulated with data using Differepfiak (D-QPSK)
modulation.D-QPSKdiffers from QPSKbecause the information is not modulated in the
absolute phase but is modulated in the phase difference between consecutive symbols
(i.e. relative phase). Therefore, equalization in the frequency domain, as performed in
the HiperLAN/2 receiver, is not required. The differential modulation scheme is more
resilient to typical fading scenarios DAB.

4.4.2 DAB receiver structure

The baseband processing of B radio system is based on tB&DM communication
principle. Figure4.26depicts the basibAB receiver structure, derived from the generic
OFDM framework. We only consider the receiver functionality in the digital domain of
the receiver, starting at the output of thBC. The sampling rate of thaDC is 2.048
MHz, as is recommended by tih&B standard 38).

The most important building blocks of thHgAB receiver are described in order to
implement the functionality in embedded processors.
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OFDM > AFC Inverse Differential Frequency
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d Y de-interleaver decoder decoder
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Figure 4.26: DAB receiver block diagram.

DAB signal synchronization

The first OFDM symbol of everyDAB transmission frame is always thmaill symbol.
Hence, during the time peridd, Ty ] the transmittedAB signal is zeros (t) = 0.

This period of silence in thBAB signals is used to synchronize thaB receiver with

the start of theDAB transmission frame. Hence, a drop in the received power points at
the start of a nevDAB transmission frame.

Once theDAB receiver has been synchronized with BrB transmission frame, the
receiver can optionally be synchronized with the individabM symbols. Therefore,
the cyclic extension of th©FDM symbol can be used and finally be removed, resulting
in samples with useful data only.

OFDM frequency offset correction

The phase reference symbol is the o@lyDM symbol within theDAB transmission sig-

nal that can be considered as training sequence. The phase reference symbol provides
particularly initialization information for the differential modulation of the n©@&DM

symbol. In addition, the phase reference symbol is also useful to estimate the frequency
offset that is included with thBAB transmission signal. This phase reference symbol
consists of reference pilots with good autocorrelation properties. Typical frequency offset
estimation methods have been presented in #2)7¢], which utilize the autocorrelation
properties of the phase reference symbol.

The frequency offset estimation MFDM systems is generally performed in a two
step approach. Firstly, coarse frequency offset estimation is applied in order to roughly
estimate the frequency offset in the recei@®DM signal. Secondly, fine frequency off-
set estimation determines the frequency offset more exactly based on the coarse estimate.
Once the frequency offset is estimated for the recedsl signal, the received signal
is compensated for frequency offset by multiplying with the inverse frequency offset in
accordance with4.11). The Automatic Frequency Contr@lgC) function in Figure4.26
implements the frequency offset correction.
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Inverse OFDM

Depending on th®AB transmission mode, the useful data part of @®bM symbol
contains2 048, 512, 256 orl 024 samples in the time domain. Generally, the sub-carrier
values are determined from the vector of time domain samples by applying the Fast
Fourier TransformRFT). As a consequence, tiAB receiver has to be capable BT
processing with size 048, 512, 256 and 024 in order to be fully compliant wittbAB
transmission modes |, I, Ill and IV, respectively. Only, 1536, 384, 192 or 768 sub-
carrier values are to be extracted from the output offiA€ operation, because not all
sub-carriers are modulated.

Differential QPSK demodulation

Differential modulation is used for th@PSK modulated symbols on each sub-carrier;
the sub-carriers of thBAB signal arer /4 D-QPSKmodulated. The advantage of using
differential modulation is that information is modulated in the phase difference between
consecutive symbols instead of the absolute phase of the current symbol.

In the DAB transmitter, the differential modulation is defined by:

Zik = Z-1k " ULk (4.26)
where
¢ [ denotes th©FDM symbol nhumber in th®AB transmission frame;
e k denotes the (modulated) sub-carrier number;
e 7 is theQPSKmodulated symbol;
e Zis the differential modulated symbol.

The phase reference symbol is the fd§DM symbol sent in th®AB transmission frame.
So, the phase reference symbol is used to initialize the differential (de)modulator.

At the DAB receiver side, the differential modulated signal has to be demodulated to
the originalQPSKmodulated signal. The differential demodulation operation is defined
by:

Uik = Z1k * Zks (4.27)

wherez; | , denotes the complex conjugate®f; ;.

From @.27) can be derived that channel state information is utilized implicitly dur-
ing the differential demodulation phase. The channel state is concealed in the received
baseband signalg; ;. In this manner the reconstructed baseband sigpal, which
is resolved from the phase differences between two consecutive received syippls,
is hardly influenced by channel distortions. Since the channel state has implicitly been
considered, equalization of the sub-carrier values is not required.
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Frequency de-interleaving

TheQPSKsymbols are not one-to-one mapped on the sub-carriers adebs symbol.
Frequency interleaving is applied to ensure that adjacent bits are not mapped to adjacent
sub-carriers. This principle is used to combat frequency-selective fading effects. The
DAB receiver has to apply the reverse operations that are performed IDABW&ans-
mitter during frequency de-interleavittg

The QPSKsymbols are re-ordered in tl#AB transmitter according to the relation:

Uik = Qins (4.28)
where
e k denotes the sub-carrier index, withs < k < 0and0 < k < £;

¢ n denotes th&@PSKsymbol index at the output of thegPSKsymbol mapper, with
nel0,K).

The actual re-ordering is given bgg):

(4.29)

and

Mi)=13T(i—1) + % —1 (mod N), (4.30)
with

e N theFFT-size of theDAB transmission mode;

e ic(0,N).

Since not allV sub-carriers are modulated, orffyvalues out of the set df values need
to be mapped. Therefore, only the valués™ < II (i) < § andf < 1I(i) < &£
are considered ird(29. In this way @.29 produces an ordered set Af values. The
first element in the ordered set gives the index of the sub-caksiem which the first
QPSKsymbol is transmitted, and so on.

12 The location of the frequency de-interleaver in tiws receiver can be changed (i.e. the functionality can
be moved). Eventually, the frequency and time de-interleaver can be merged. Disadvantage of merging the
de-interleaver functionality in the receiver is the fact that de-interleaving rules might become more complex
and address less regularity.
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Figure 4.27: DAB QPSKconstellation.

QPSK symbol de-mapping

The constellation scheme usediAB is given in Figure4.27[38]. For everyQPSKsym-
bol two bits from the information stream are transmitted. UnlikeHipg@rLAN/2 system,
these are not two consecutive bits. The hits,, are mapped to th@PSKsymbol,g; ,,,

according to the relation:

1
= (1= 2p) + 5 (1= 2ppn 431
@, NG [( Pin) + 7 ( Dl k)] (4.31)

The receivedQPSK symbols are translated back to the information bit sequence in the
QPSKde-mapping function of the receiver. Bdtlard-decisionor soft-decisiorcan be
applied to do the de-mapping.

Time de-interleaving

Time interleaving is used on thEAB signals to combat burst errors. The time interleav-
ing is only applied for all the encoded sub-channels of\i$€. TheFIC is not subject
to time interleaving.

The interleaving rules are defined according to Table8 The rules show relative
simple regular behaviour of the (de-)interleaver functionality. However, the bottleneck
with this large interleaver over 16 logical frames is the memory capacity required to
perform the interleaving operations of the entieB ensemble. The time interleaving
rules are explicitly based on the bit index within thi&C bit sequence. The bit index
of the MSC bit sequence defines in which logical frame the information is sentithe
reversedbit index (mod 16) defines the logical frame number to which the information
is mapped. Note that the bit position (i.e. the bit index) within the logical frame does
not change during time interleaving, only the logical frame in which the information is
transmitted changes. Hence, a benefit of this approach is that partial time de-interleaving
is possible in thedAB receiver in case not all sub-channels need to be received (i.e. the
DAB ensemble is partly of interest by the end user).

In case the entir®AB ensemble needs to be received by the end user, 16 logical
frames need to be fully buffered in the receiver. The size of one logical fran@Rpis
invariably55 296 coded bits. The uniform time interleaving rules, as given in T4H&
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cause all information bits to be distributed equally over 16 logical frames. Since the
time interleaving is uniformly applied over 16 logical frames, on avefagex 55296

bits need to be stored in the memory of B de-interleaver. Figurd.28shows the
progress of the de-interleaving operations for part of the logical frame.

The de-interleaving operations for only 16 bits are shown in Figu28 because the
operations are always identically performed on blocks of 16 coded bits. The data in the
first row of Figure4.28gives the received data, which was interleaved at the transmitter
side. The indices of the received interleaved datg, denote the original position of the
data in the logical frame at the transmitter before interleaving. The indexotes the bit
position in the logical frame (aCIF) andz depicts the index of the logical frame in which
the data was originally transmitted before interleaving. Thus, the received interleaved
data strean{r1s,0;77,1;711,2; - - .} denotes that the first received data sample,, is
originally (i.e. before interleaving) mapped to the first data item of logical frafn¢he
second received data sampte,;, maps to the second data item of logical frafm¢he
third received data sample,; o, maps to the third data item of logical frarhé, and so
on.

The received data is written in the de-interleaver memory in a column-wise fashion.
The dark-grey boxes show the write position of the received interleaved data in the de-
interleaver memory. The de-interleaved data is read from the column that is labelled "F”
in this example. Since the de-interleaver memory is cyclic, the column "F+1" outputs
the next de-interleaved frame. Generally; x coded bits of interesteed to be stored
during the de-interleaving procéss

The interleaver functionality is not considered as part of the baseband processing.
The implementation of the de-interleaver in reconfigurable hardware will not be dis-
cussed in the remainder of this chapter. Chaptexr completely dedicated to channel
decoding, which partly includes interleaving issues.

Channel decoding

Forward Error CorrectionREC) coding is used in th®AB system on the entirBAB
transmission frame. The channel encoding process is based on punctured convolu-
tional coding. The convolutional mother code, usedDifiB, has rateR = 1/4

with constraint lengthk = 7. The generator polynomials of the mother code are
(133,171,145,133) [38]. Depending on the required protection level of the data, differ-
ent puncturing schemes are used, which allow Equal Error Proteé&titih) énd Unequall

Error Protection YEP). 25 different puncturing schemes are defined inba@® sys-

tem. The 25 different puncturing schemes are combined in order to yield error protection
profiles with different rates.

The data in theFIC are jointly encoded by the mother code. The encoding rate of
the FIC after puncturing is approximately/3. The service components (i.e. the sub-
channels) in the1SC are all individually encoded and punctured. 5 protection profiles
have been defined f&EP mode, which is designed for audio. In tBEPmode, which is

13 |n case soft-decision is applied in tkgoSK de-mapper, the total number of stored bits increases linearly
with the number of soft-bits per coded bit.
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Interleaver frame depth

interleaved data

Received

F F+1 | F+2 | F+3 | F+4 | F+5 | F+6 | F+7 | F+8 | F+9 | F+10| F+11| F+12| F+13| F+14| F+15

"150("00 |"10 |"20 |"30 |"40 |"50 |"60 |"70 |"80 |"90 |"100| 11,0 120| 130|" 140 | 150

7,1 0,1 1,1 21 3,1 4,1 51 6,1 r7,1

r r r r r
11,2 | 0,2 1,2 22 32 4,2 52 6,2 7,2 82 9,2 10,2 | 11,2

Bit sequence in frame

33 |"03 |"13 |"23 |"33

"134("04 |"14 |"24 |"34 |"44 |"54 |"64 |"74 |"84 |"94 |"104| 11,4 | 124 | 134

55 05 1,5 2,5 3,56 4,5 ‘ 55

9,6 0,6 1,6 2,6 3,6 4,6 56 6,6 7,6 8,6 9,6

"148( 08 |"18 |"28 |"38 |"48 |"58 |"68 |"7.8 |"88 |98 |"108| 11.8| 128| 138 | 148

6,9 r0,9 r1,9 2,9 39 4,9 5,9 r6,9

r r r r r r
10,10 0,170 | 1,10 | 210 | 3,10 | 4,10 | 510| 6,170 | 7,10 | 810 | 9,10 | 10,10

211|011 | 1,11 (F211

T1212 012 | 112 | 212 | 312|412 | 512|612 | 7,12 |" 812 | 9,12 |  10,12" 11,12 12,12

"413| 013 | 113|213 | 313 | 413

8,14 r0,14 1,14 r2,14 r3,14 4,14 | 514 r6,14 r7,14 ,8,14

015 [L 0,15

r r r r r r r r r
15,14 0,16 1,16 | 2,16 | 3,16 | 4,16 | 516 | 6,16 7,16 | 816 | 9,16 10,16 11,16 12,1 13,1 14, 16/

Figure 4.28: Memory organization of thBAB de-interleaver for part of the logical frame (only
16 bits).

intended for audio as well for data, 4 protection profiles have been defined. The coding
rates of the different protection profiles range fréin= 1/4 to R = 4/5. Information
about the utilized error coding profiles for the respective sub-channels is contained within
theMCI.

Channel decoding is typically performed by a Viterbi decodéf]. The existence of
a diverse range of puncturing schemes proves to be a challenge for the channel decoding
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Table 4.13: Time interleaving relationship of tHeAB system 88, Table 42].

Bit index of
MSC bit sequence

New logical frame number
relative to current frame

PR
REBowow~N~ouprwNhroO

e
g b w

0
-8
-4
-12
-2
-10
-6
-14
-1
-9
-5
-13
-3
-11
-7
-15

complexity. TheDAB channel decoder needs to be fairly flexible in order to support
25 puncturing schemes. Furthermore, B channel decoder has to be capable of
switching the puncturing scheme during the decoding process of one sub-channel, as the
error protection profiles employ a combination of puncturing schemes. Channel decoding
techniques and their implementations in reconfigurable hardware are further discussed in
Chapter6.

De-scrambling

Before the data is encoded in thaB transmitter, the data is scrambled by a modulo-2
addition with a pseudo-random binary sequence. The randomization is done to guarantee
that less consecutivenesor zerosbit sequences exist in the data bit stream. The same
scrambler structure is used in tbaB transmitter and receiver to scramble the transmit-

ted data and to de-scramble the received data.

4.4.3 DAB receiver implementation

Parts of theDAB receiver have been implemented on the coarse-grained um ar-
chitecture. The partitioning of the baseband processing functionality is comparable to
the HiperLAN/2 receiver in Figuret.13 Unlike theHiperLAN/2 receiver of Sectior.3,

we combined the frequency offset correction and the inve®&BM processing in one
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MoONTIUM processing tile. For the integration we took the mapping oftheas start-
ing point. Based on theFT configuration, we augmented an additional configuration for
the frequency offset correction functionality.

Inverse OFDM

The inverseOFDM baseband processing is implemented in theNwWlium by performing
a Fast Fourier Transform of si2€)48, 512, 256 o 024. The mapping of theFTkernel
on the MONTIUM architecture is fundamentally identical to theT-64 function block of
the HiperLAN/2 receiver. In general, N-poimFT kernels, withN a power of 2number,
can be performed i5 + 2) log, (V) clock cycles on the MNTIUM architecture.
Hence, the invers@FDM baseband processing requiid86, 2 322, 1 040 or 5 140
clock cycles foIDAB transmission mode |, Il, 1ll or 1V, respectively. The maximum size
of the FFT kernel performed in the NTIUM depends on the size of the local memories
in the MONTIUM. The size of the local MNTIUM memories needs to b§ addresses
deep in order to map thHe~T-N kernel to the MONTIUM architecture.
Recall from @.12) that theFFT efficiently implements th&FT:

N N-1
Clz] = Z 7ln] - e 2N (4.32)
n=0

The twiddle factors for th&FT operation,e 727 %, are stored in the memories of the
MONTIUM (refer to pagé7). MEM9 contains the real component of the twiddle factors,
while MEM10 contains the imaginary part of the twiddle factors (¢& (27r%) and
—sin (QW%) are stored, respectively). The twiddle factors in themrium memories
are only stored for a half period), 7) , regardless the size of tire T4,

OFDM frequency offset correction

The AFC kernel corrects for the frequency offs¢t, of the incoming signal. This fre-
guency offset is delivered to the function as phase shift per sample by the frequency
offset estimation function. Unlike frequency offset correction inHiperLAN/2 receiver,
the implementedAB frequency offset correction function efficiently reuses the config-
uration information of th&FT kernel. TheAFC extension of the MNTIUM FFT imple-
mentation uses the twiddle factor information to generate the frequency offset correction
coefficients.

Recall from @.22 that for frequency offset correction, the input data has to be mul-
tiplied with:

e = cos (p) + jsin (@) (4.33)

14 The twiddle factors can be constructed froosineandsinetables that are stored for only a quarter period,
[0, %) . However, reducing the size of the tables requires more control in generating the twiddle factors,
reducing the regularity of operations in tRET algorithm.
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In the MoNTIUM-based frequency offset correction implementation 4 Arithmetic Logic
Units (ALUS), ALU1 throughALU4, are involved with complex multiplication. Every
received sample is multiplied with the complex rotation factor. The complex multiplica-
tion instruction of theALUs used in thé=FT algorithm can be reused during frequency
offset correction. The complex rotation factor is generated from the 2 memories, MEM9
and MEM10, which are used in Look-up Tabley) mode. These 2 memories contain
the twiddle factor information used by tiF&T algorithm (i.e. thecos () and—sin ()
tables forp € [0, 7), respectively). The basic operation of the complex multiplication is
performed according to:

(4.34)

I < |
2
*
<

1S3

(2)
(2)

The memory address for thaJTs is determined byLU5, which calculates the total
accumulated phase over the received samples afimav symbol. The phase offset per
sample due to frequency offset, which is determined by the frequency offset estimator, is
added to the already accumulated phase for every sampleLUtecover only a half
period, [0, 7), due to the twiddle factors in tHeFT implementation. As a consequence,
rules have to be implemented to reconstruct the complete period cb#iereandsine
values.

ALUS5 operates in fixed-point mode to generate the addresses for the memories MEM9
and MEM10. TheALU takes the normalized phase shift per sample= /7, as input.

In this way one complete period of the phase shift is mapped to the farige), which
perfectly fits within the MONTIUM fixed-point number representation. THSBs of the
ALU output are used as memory address intttiés. The number oMSBs taken into
account depends on the size of the locadWrium memories. The following rules apply
for creating the frequency offset correction coefficient out ofdbgineandsineLUTs:

R(2) «R(g) =3 () *3(9)
(@)« R (g) + R (2) *3(9)

& =3
N
Il

if >0 thenuse MEM9, MEM10
if <0 thenuse-MEM9, -MEM10

In Chapter3 the MONTIUM architecture was introduced. One property of themtium
is that theALU s can provide status information about calculations insideitiie. The
MONTIUM can be configured to provide particular status information of an operation
performed in a particula#LU (e.g. saturation, zero, sign, etc.). This status information
is represented as a single status 8it)( TheSB can be used in the BINTIUM sequencer
to control the sequencer program (e.g. jumpsartondition).

The mapping of the complex multiplication on theoMTiuM always performs the
calculation of theeal multiplication results{® (2), onALU1 andALU 2. Theimaginary
part of the complex multiplicationss (%), is mapped omLU 3 andALU4. Consequently,
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the instructions oALU 1 andALU 3 only have to be changed based on #einforma-
tion. The instructions oALU2 andALU4 remain constant for every quadrant of the
rotation factor. The main loop of the frequency offset correctiordis® mapped on the
MONTIUM is shown in Figuret.29

Because the accumulated phase is calculated U5, theSB information of ALUS
is used to determine the quadrant in the complex plane of the rotation factor. So, based
on theSB of ALU5, theALU instructions forALU1 throughALU4 are selected in or-
der to perform the complex multiplication with the rigbdsineandsinevalues. The
MONTIUM sequencer controls the signal processing during frequency offset correction
by selecting the appropriate.U instructions based on th&B. In fact, the basic com-
plex multiplication rules in4.34) are modified to perform the correction with the right
rotation factor:

foro>0:
R(2) = R(2) * R(§) + 3 (2) S ()
S(2) =S (@)« R(7) —RN(T) *3(9)
forp <0:
R(2) =R (@) * R () — S (2) * S (9)
() =-S5(@)«R (@) +R(@)*3(Y)

The MONTIUM sequencer implements a state machine, which indirectly controls, among
other things, theALU instructions (refer to Chapted). In general, mappings of sig-

nal processing kernels on thedWTium extensively exploit regularity in the algorithm.
Those regular structures in the algorithms generally result in loop constructions in the
MONTIUM sequencer program.

The frequency offset correction of tl&B signal is always performed on &FDM
symbol basis. This mean that fDAB transmission mode |, II, Il or IV alwayg 048,

512, 256 orl 024 time domain samples are applied for frequency offset correction, re-
spectively. Since the basic operation of this frequency offset correction is the complex
multiplication, the algorithm can be easily implemented using loops of 2i2¢8, 512,

256 or1 024 in the MONTIUM sequencer program.

Figure 4.30 depicts an example of a control loop that can be implemented on the
MoNTIUM sequencer. The pseudo code shows how the approptiaténstructions are
selected based on tls@& condition. However, this sequencer program does not change the
ALU instructions for every clock cycle. The ®NTIUM sequencer program is limited to
one sequencer instruction per clock cycle. By introducing jump statements based on the
SB condition, this means that extra sequencer instructions are issued in the programmed
loop. As a consequence the sequencer loops become one clock cycle longer for every
additional jump instruction. Hence, th¢.U instruction remains constant for at least two
clock cycles in the example sequencer program of Figusa

The loop counter value in the sequencer program is first initialized by séttibdo.

After initializing the loop counter value, the next code line of the sequencer program
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Figure 4.29: Main loop ofDAB frequency offset correction part mapped on MeNTIUM.
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code alias| ALU instruction  Sequencer instruction

start

: : SET (N,510)
alu 0 ALUO JNC (SB, loop 1)
loop 0 ALUO LOOP (alu .0, N)
end 0 ALUO JUMP (next)
alu 1 ALU_1 JCC (SB, loop .0)
loop -1 ALU_1 LOOP (alu -1, N)
end_1 ALU1 JUMP (next)
next : :
finish

Figure 4.30: Pseudo code for control loops in tONTIUM Sequencer program based 68
conditions.

is executed:ALU instructionALUO is issued and depending on tB& condition, the
sequencer program will execute code linep _0 orloop _1. Code lineloop _0 or

loop _1issuesALU instructionALU.O or ALU_1, respectively. Every time the sequencer
LOOPInstruction is executed, the loop counter valNgis decremented by 1. As long as
the loop counter valugy, is not equal to zero, the sequencer program jumps back to the
start of the programmed loop (i.e. code lme _0 oralu _1). If the loop counter value,

N, equals zero, then the next sequencer code line will be executed. So, coeledirte
orend _1 is executed when the lodpop _0 orloop _1 has finished, respectively. The
end _0 andend _1 sequencer code lines issue fie) instructionsALU_0 andALU_1 for

a last time, while the sequencer jumps out of the control loop and proceeds the remaining
program, starting at code limext .

Totally, (510 4+ 1) x 2 + 1 ALU instructions are issued in the given example of the
sequencer program. The loop in the sequencer program is always controlled$® the
condition. The sequencer program is fully stable and will not show any deadlocks, be-
cause both conditional loopop _0 andloop _1, use the same loop counter.

DAB receiver implementation results

We implemented the frequency offset correction kernel and the in&Fea kernel
of the DAB receiver on the coarse-grainedoMTIuM Tile ProcessorTP). The rest of
the DAB receiver functionality was modelled in MfLAB. We integrated the frequency
offset correction functionality with thEFT kernel. The integrated functionality was im-
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plemented foDAB transmission mode IV. Thus, we took tRET-1024 MONTIUM con-
figuration as a starting point.

Configuration The size of the configuration file for ordinaRFT-1024 functionality

is 1432 bytes. With the integration of the frequency offset function we reused as many
instructions as possible that were already mapped on the VUM for FFT processing.
However, extra instructions needed to be added to the configuration file. Furthermore,
the sequencer program of thedWTium was modified, as the time domain samples first
need to be corrected for frequency offset before they can be usedifrTtaggorithm.

The originalFFT-1024 sequencer program has been extended with 28 lines of addi-
tional sequencer code, resulting in a new sequencer program of 201 lines of code. The
extra lines implement the control loop as described in the example pseudo code (Fig-
ure 4.30. Furthermore, extraLU instructions were added, as well as some extra de-
coder instructions. In total the new configuration file of the integrated frequency offset
correction +FFT kernel is only 1676 bytes large

Frequency scaling All DSPoperations in thdAB receiver are performed cbFDM
symbol basis. Thus, during tl@DM symbol time the integrated frequency offset cor-
rection andFFT have to be performed. The dNTIUM mappedFFT algorithm requires
11286, 2322, 1040 or 5140 clock cycles forDAB transmission mode |, Il, 11l or IV,
respectively. For frequency offset correction an additional numb2062, 516, 260 or
1028 clock cycles are required, respectively. So, in tata838, 2838, 1300 or 6 168
clock cycles have to be processed within @eDM symbol time of respectively 246,
312, 156 or 623 us. This requires that the BINTIUM runs at a clock frequency of about
10.7,9.1, 8.3 or 9.9 M H = if the communication overhead is not considered. Mo&®
operations can be performed on one partic@abM symbol by the same EINTIUM
when the operating clock frequency of theoMTIUM is increased.

However, the limited time slot (e.@@FDM symbol period) is not the only limiting
factor of partitioning thedAB receiverDSPfunctionality on MONTIUM tiles. The avail-
ability of free resources within the reconfigurableoMTium architecture influences the
partitioning as well. Additional integration of the frequency offset correcti®T, and
differential demodulation functionality in the samedMTIUM is not feasible, as there
are not sufficient memory resources available in thenvlium.

The integration of the&FT and differential demodulation becomes problematic be-
cause the symbols (afteFT processing) of the last receivex¥DM symbol are used to
perform the differential demodulation of the current recei@®bM symbol. For the
differential demodulation function th@AM symbols of the entir®@FDM symbol need
to be stored. However, duringfFT processing all available memory in thedWTIuM
is allocated for storing intermediate results and twiddle factors. Hence, storing the old
QAM symbols in the same BINTIUM tile during FFT processing is impracticable. By

15 The incremental configuration file for frequency offset correction was manually integrated witiFthe
1024 configuration and manually mapped on theMWtium architecture. Currently, NTIUM compiler
tools are being developed that can generate partial/incremental configurations.
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Figure 4.31: DAB baseband signal received with reference model versus baseband signal
received withFFT performed orMONTIUM TP.

doubling the capacity of the local memories and partitioning the memory in (virtual)
memory blocks the differential demodulation afT processing can, nevertheless, be
combined.

The differential demodulation function can be integrated in a secoad VUM tile,
together with the&QPSKsymbol de-mapping and the frequency de-interleaving functions.
These functions perform all of thelSP operations on the same data. We have not
mapped this functionality on the dNTIUM.

4.4.4 DAB implementation verification

The implementedAB receiver is tested by using hardware / software co-simulations
as illustrated in Figurd.17. A reference model of thBAB receiver in MATLAB (us-

ing 64-bit floating-point computations) was used to verify thewtium implemen-
tation. The reference model is based on athB model that was developed in the
SMART CHIPS FOR SMART SURROUNDINGS (4S) project [p]. Simulations were per-
formed with both the reference model and theNrium implementation of thedAB
receiver.

With simulations we verified whether the integrated approach of combining the fre-
guency offset correction and ti&T functions in one MbNTIUM tile results in correct
functional behaviour. We simulated the reception of an em#8 frame. ForDAB
transmission mode 1\76 OFDM symbols are transmitted per frame. TbwB transmis-
sion frame contains BIBs and 2CIFs. TheFIBs as well as th€IFs contain random bit
sequences for verification during simulation.
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Figure 4.32: DAB baseband signal received with reference model versus baseband signal
received withFFT and frequency offset correction performedMioONTIUM TP.

During experiments we explicitly added frequency offset to the recadaisignal.
For completeness the included frequency offset was estimated in softwareAT.ea®)
by theDAB receiver. This estimation was used by theMrium to correct the received
DAB signal for frequency offset. No additional noise was added to the receA@ig-
nal, because we only verified the functional behaviour of the frequency offset correction
based on reuse of theT twiddle factors.

Three situations of thBAB receiver have been simulated:

1. The entireDAB receiver is simulated by the floating-point reference model;

2. All baseband functions of tHeAB receiver are performed by the floating-point ref-
erence model, except for the inverse Orthogonal Frequency Division Multiplexing
(OFDM) function. The invers®FDM function is performed by thEFT algorithm
that is mapped on the BNTIUM TPR;

3. All baseband functions of thBAB receiver are performed by the floating-point
reference model, except for the frequency offset correction and the inversd
function. The frequency offset correction and B algorithm are mapped on one
MoONTIUM TP, in which the twiddle factors of theFT are reused by the frequency
offset correction function.

In order to estimated the influence of the frequency offset correction arfeFthalgo-
rithm performed on the MNTIUM TP, the phase information of the received differential
modulated signal;, has been compared for the different situations. Furthermore, the
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Figure 4.33: DAB baseband signal received willFT performed orMoNTIUM versus baseband
signal received withFFT and frequency offset correction performedMmNTIUM
TP.

phase information of the baseband signal after the differential demodulation function,
which is actually amQPSK signal, y;, is derived and compared for the different situa-
tions. The simulation results are shown in Figdr8l, 4.32and4.33 All three figures
show the time on thg-axis indicating the received sample number.

The upper figure in Figurd.31shows the relative phase difference between the dif-
ferential modulatedAB signal, z;;, received with the floating-point reference model
and the MoONTIUM-basedAB receiver in which only th€FT has been performed on the
MonNTIUM TP. The lower figure shows the relative phase difference offhgKsignal,

Yk, received with the floating-point reference model and thenvliuM-basedDAB re-
ceiver in which only theeFT has been performed on thedwWTium TP. The reception of
9 OFDM symbols is shown in these figures.

Figure4.32compares the floating-point reference model with the integrated approach
(i.e. FFT and frequency offset correction are mapped on or@WMuM TP). The recep-
tion of 9 OFDM symbols is shown in this figure.

In Figure4.33the situation in which only theFT is mapped on the ENTIUM TPis
compared with the integrated approach in which bothRkeand the frequency offset
correction are mapped on thedWTium TP. In the integrated approach the twiddle
factors are reused by the frequency offset correction function.

The lower figures of Figurd.31, 4.32and4.33are shown because the actual data is
contained in thiPSKbaseband signal. ThigPSKbaseband signal is extracted from the
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differential modulated baseband signal accordingdt@%). It shows that the integrated
frequency offset correction does not negatively influence the data containeddrgte
signal.

The phase difference between tQ@SK baseband signal which is received using
the MoNTIUM-basedDAB receiver in which only thé=FT has been performed on the
MONTIUM TP and theQPSK baseband signal which is received using theNtium-
basedDAB receiver in which theeFT processing and frequency offset correction have
been integrated in one & TIUM TPis on averag®.01x. Figure4.33depicts this phase
difference during reception of an entibB&AB transmission frame. The phase difference
of 0.017 does not cause demodulation errors, because the information after differential
demodulation of th®AB signal is encapsulated @PSKsignals. Hence, th@PSKin-
formation is still set in the proper quadrant of the complex plane.

The upper figures of Figur4.31, 4.32and4.33show that a constant phase offset is
introduced for the differenDFDM symbols. However, this constant phase offset has no
significant influence on th@PSKbaseband signal since the data is differentially modu-
lated. The frequency offset correction il processing can be efficiently integrated in
the same MNTIUM TP by reusing the=FT twiddle factors, yielding satisfying results.

4.5 Digital Radio Mondiale

Digital Radio Mondiale DRM), approved a&TSI standard in 200137], has been pro-
posed to replace the analay radio services. ThBRM system delivers nedM quality
sound over short waves(), medium wave jIw) and long wavel{w) radio channels.

An advantage of the digital radio system is that it can coexist together with the axMalog
radio service in a hybrid radio system context, referred to as In-Band On-Ch&3me) (
system, andRM uses existingA\M broadcast frequency bands. ThBM signal is de-
signed to fit within the existingM broadcast band plan, based on signals &#2: or

10 k H z bandwidth (Europa or USA, respectively). Furthermore, four robustness modes
(mode A, B, C and D) are defined to comply with differ&w / Mw / LW radio propa-
gation conditions$8].

The DRM system delivers audio and data services to the end-user. In contrast to
DAB, MPEG-4 High EfficiencyAAC (HE-AAC) has been applied ibRM, which provides
good sound quality at a low bit rate. NowadaR&M is considered to be an interesting
candidate for replacing all analog radio services includitgradio services. Therefore,
the DRM standard is extended to use Very High FrequendyH) radio channels too.
Furthermore, additional channels are defined in the extendd standard DRM+).
Those additional channels provide larger data rates.

4.5.1 DRM transport mechanism

The DRM system is capable of transmitting other digital data besides audioDRNe
transport mechanism defines multiple channels, which are multiplexed on one radio chan-
nel. The information of these channels is sent withindR& transmission super frame:
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e Fast Access Channef4C)
The FAC provides service selection information for fast scanning. The chan-
nel contains information about physical layer parameters, to enable the receiver
to decode the data in the Service Description Charn®eL) and Main Service
Channel 1SC). The transmitter can choose between different configurations for
theSDCandMScC to deal with different conditions of the radio transmission chan-
nel and error protection requirements of the data. FA@ provides information
on e.g. the channel width, spectrum occupancy and interleavingcAtes trans-
mitted in every logical frame;

e Service Description Channespg
TheSDCgives information on how to decode thsC. TheSDCinforms theDRM
receiver for alternative sources of the same data and provides detailed information
about the multiplex configuration of ti¢SC. TheSDCis transmitted once every
super frame;

e Main Service ChanneMSQ
TheMSC contains the data for all the services contained irDtR&! multiplex. The
multiplex may contain between one and four services, which can be either audio or
data. The audio services are encoded by diffevi#EG-4 audio decoding schemes
(e.g.HE-AAC), depending on the transmission capacity and content. M3@is
transmitted once every super frame.

The data of all three channels are encoded by a multi-level coting) scheme. The
principle of MLC is the joint optimization of coding and modulation to reach the best
transmission performance. TMLC scheme ensures that more error prone positions in
the constellation of the modulat&RM signal get a higher protection level. The different
levels of protection are reached with different punctured convolutional codes.

All MSC QAM symbols are interleaved after channel encoding irDR®I transmit-
ter. The interleaving is applied to th@aAM symbols of theMSC after MLC with the
possibility to choose low or high interleaving depth (short or long interleaving) accord-
ing to the predicted propagation conditions. TywM symbols are interleaved over five
DRM transmission frames during long interleaving. Short interleaving only interchanges
the sub-carrier allocations within om&RM transmission frame.
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Besides the three channels, three different pilot types are transmitted Rie
signal. Those pilots provide means to derive channel state information in the receiver:

e Time pilotsare used for synchronization purposes (i.e. determine the stabiRifla
transmission frame);

e Frequency pilot@re used to detect the presence bRM signal. They can also be
used to estimate the frequency offset;

e Gain pilotsare mainly used for coherent demodulation. The pilots are scattered
throughout the overall time and frequency domain. They are used by the receiver
to estimate the channel response.

In DRM four different robustness modes (mode A, B, C and D) are defined that are
a trade-off between robustness and data bandwidth. An increase in robustness against
transmission errors due to bad channel conditions will be at the cost of the available
bandwidth for data. The characteristics of M receiver for the different robustness
modes are shown in Tabdel Besides the different robustness modes, which are defined
to cope with different radio channel propagation conditions, each mode has six different
spectrum occupancits

The elementary structure of tl&RM transmission signal is organized in transmission
frames. Each transmission frame covers 408 Three transmission frames together
form aDRM transmission super frame. The baBiRM transmission frame structure is
depicted in Figuret.34 which shows how the data of the three channels is distributed.
The basic frame structure is equal for each robustness mode, however, the number of
available modulated sub-carriers in thieM transmission signal changes with the applied
robustness mode (Tabtel). All available information EAC, SDC, MSC and pilots) is
distributed over all sub-carriers of k=DM symbols within thebRM transmission super
framé’:

e Thefrequency pilotare always transmitted on three fixed sub-carriers within every
OFDM symbol;

e Thetime pilotsare always transmitted on particular fixed sub-carriers in the first
OFDM symbol of everyDRM transmission frame;

e Thegain pilotsare distributed over the entire super frame on different sub-carriers
in everyOFDM symbol in a pseudo-regular fashion;

e The SDCis always transmitted on particular fixed sub-carriers in the first two
OFDM symbols of theDRM transmission super frame;

16 The spectrum occupancies are based on the traditimairoadcast band plan, to be non-interfering with
the presenfAM radio stations. Besides traditional channel width& {9z or 10k H = for Europa or USA,
respectively) DRM supports double or half frequency bands. The half bandwidth occupancy allows simul-
taneous use of the analeg! service in the same bantBQC).

17 The exact allocation of sub-carriers depends on the applied robustness mode.
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e TheFAC is spread over the entire super frame in a pseudo-regular fashion on dif-
ferent sub-carriers in eve@FDM symbol, except the first two. Regardless of the
spectrum occupancy, tlC is always transmitted in the higher frequency part of
the DRM signal spectrum;

e TheMSCis transmitted on the sub-carriers that are not allocate&£6y SDC or
pilots.

The sub-carriers of the three channetag, SDC and MSC) are modulated with dif-

Transmission super frame

Transmission frame

() o
I MSC /FAC cells @| MSC/FAC cells Q| MSC/FAC cells

Figure 4.34: Schematic overview of the ba®&M transmission frame structure and the
allocation of the data symbols.

ferentQAM constellations. Th€AC is mandatory modulated using@PSKmodulation
scheme. Th&DCis eitherQPSKor QAM-16 modulated. For theISC QAM-16 orQAM-

64 modulation schemes are applied. In contrast withHiperLAN/2 or DAB transport
mechanism, where all data is transmitted in a consecutive manner, all different types of
data in theDRM system are transmitted in a scattered fashion through the entire signal
spectrum. Consequently, consecutive sub-carriers iQEmM symbol of theDRM sig-

nal adopt diverge functions (i.€AC, SDC, MSC or pilot symbol) and so the modulation

of consecutive sub-carriers alternates continuously.

4.5.2 DRM receiver structure

The baseband processing of thBM receiver is based on the gene@G&DM receiver
framework from Figuret.4. Figure4.35shows the basic structure of tb&®M receiver.
Only the baseband receiver functionality in the digital domain of the receiver, starting at
the output of the\DC, is considered. The sampling rate of &®C is 12k H ~ for half and
single band spectrum occupancies. For double band spectrum occupancy the sampling
rate of theADC is increased to 24 H z, as is recommended by tiikRM standard 37].

The most important baseband processing building blocks diie receiver are de-
scribed to investigate the complexity of the functionality to be implemented in embedded
processorsds, 113.

DRM signal synchronization

Synchronization of the receivedRM signal is supported by the time pilots, which are
transmitted in the firsOFDM symbol of everyDRM transmission frame. Moreover, the
SDcCinformation facilitates the synchronization with the start of M super frame.

108



4.5 — Digital Radio Mondiale
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Figure 4.35: DRM receiver block diagram.

OFDM frequency offset correction

The inserted frequency pilots in tlERM transmission signal facilitate the estimation

of frequency offset in the receivedRM signal. Since the frequency pilots are always
assigned to fixed sub-carriers in tb®M OFDM symbols, the frequency shift is eas-

ily determined with respect to the reference sub-carriers (i.e. the frequency pilots). The
frequency offset can alternatively be estimated by using the extended cyclic prefix infor-
mation of theOFDM symbols.

The received®RM signal is compensated for frequency offset through multiplying
the received time domain samples with the inverse frequency offset in accordance with
(4.11). The Automatic Frequency Contr@\gC) function in Figure4.35implements the
frequency offset correction.

Inverse OFDM

Depending on th®RM robustness mode and the assigned spectrum occupancy, the use-
ful data part of anrOFDM symbol contains 288, 256, 176 or 112 samples in the time
domain for half and single spectrum bandwidth. In case of double spectrum bandwidth
the number of samples in the useful data part are doubled. ConsequenthgNhee-
ceiver has to be capable of performing Fast Fourier TransfoRrREs] with size 288,
256, 176, 112,576, 512, 352 and 224.

Special characteristics of tldRM baseband processing are thah-power of ZFTs
are applied in 3 of the 4 robustness modes. In order to preserve the orthogonality of the
sub-carriers in th®RM transmission signal it is not possible to applywer of 2FFTs
with zero padding.

OFDM symbol equalization

The received sub-carriers suffer from distortions as a result of frequency-selective fad-
ing. Generally, the sub-carriers are compensated for frequency-selective fading effects by
multiplying with the inverse channel transfer information. The equalization coefficients
for each sub-carrier are determined by the channel estimation function using the included
gain pilots in theDRM transmission signal. These gain pilots are spread equally in time
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and frequency and are used as reference signals. The amount of gain pilot®iiMmhe
transmission signal, which depends on the robustness mode, determines the accuracy of
the channel estimation. Because the characteristics of the radio channel change contin-
uously, the channel estimates need to be updated continuously. The channel profiles as
defined forDRM state a maximal Doppler spread of about 8, thus the coherence time

of the DRM channels is at least 12bs [37, Annex B]. Hence, the channel estimation
needs to be applied for eve®FDM symbol.

Channel de-multiplexer

The information in the threBRM channelsFAC, SDCandMSC) and the different pilots
(gain, time and frequency) are all multiplexed within ayeM transmission signal. The
allocation of the different channels and pilots differs every moment in time. So, from
OFDM symbol toOFDM symbol the significance of the sub-carriers changes.

The function of the channel de-multiplexer is to separate the multiplexed information
at the receiver side. After de-multiplexing the information of all channels and pilots
is collected and grouped according to the appropriate functionFfé@. SDC, MSC or
pilots).

In comparison with thediperLAN/2 or DAB receiver, the de-multiplexing of the re-
ceivedDRM signal stream into the desired separated information streams is complex.
The complexity is caused by the fact that information of the separate channels and pilots
is spread all over the sub-carriers within the entire super frame. Whereasibae.gnd
HiperLAN/2 the information, which belongs to one certain channel, is sent in a grouped
fashion in multiple consecutiveFDM symbols.

QAM symbol de-interleaving

Interleaving of theQAM symbols is only applied to the symbols containmMgcC infor-
mation [37]. During interleaving in the®dRM transmitter, théQAM symbols are shuffled
in time with the choice of short or long interleaving. Short interleaving shufflesge
QAM symbols within oneDRM transmission frame. Hence, tMSC data of one entire
frame, called a multiplex frame, need to be buffered inDiR receiver. For long in-
terleaving, theMSC QAM symbols are interleaved over fil@RM transmission frames.
Hence, five multiplex frames need to be buffered iniRM receiver.

The basic interleaver parameters are adapted to the size of a multiplex frame, which
corresponds t&Vy,;y x QAM symbols. So, onBRM transmission frame contaiig, ;i x
QAM symbols withMSC data.

TheQAM symbols are interleaved in tl¥RM transmitter according to the following
rules. The same rules are applied in bfeM receiver for de-interleaving[/]:

Zni = Un—T'(i),11()> (4.35)
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where
e Z defines the interleave@AM symbols;
o ¢ defines theQAM symbols before interleaving;
e n denotes the multiplex frame index;
¢ j denotes the index of theAM symbol, withi € (0, Nypx — 1).

The actual re-ordering is given b$7):

I'(i)=i (mod D), (4.36)
and

(i) = (516 - 1) + (Z ~1))  (mod s), (4.37)
with

D =1 for short interleavingD = 5 for long interleaving;

I1(0) = 0;

o S = 2“0g2(NMUXﬂ;

e If II(i) > Npux thenIl (i) = (5I (i) + (£ — 1))  (mod s).

QAM symbol de-mapping

The sub-carriers of the receiv@iRM signal need to be de-mapped to bit sequences us-
ing the appropriat&®AM constellations. M-level Quadrature Amplitude Modulation,
with M = 1,2 or 3 yielding QPSK QAM-16 andQAM-64, has been applied in tERM
system. The mapping strategy for eaghM symbol depends on the assigned channel
(FAC, SDC, MSC) and the robustness mod@AM-64 provides high spectral efficiency,
but is error prone. The combination of multi-level modulation with error coding (i.e.
multi-level coding) ensures that more error prone positions in the constellation of the
modulateddRM signal get a higher protection level. For more robustnes®#i stan-
dard defines three divergent constellations @@M-64. For bothQPSK and QAM-16

only one constellation is defined in tldkRM standard. Th®RM receiver has to be able

to perform theQAM symbol de-mapping for 5 different constellations in total.

Channel decoding

FEC coding is applied in th®RM system on all information in thBRM transmission
super frame by means ®&fLC. DifferentMLC protection schemes are applied to protect

for bit errors. The individual bits in every level of tiggAM symbols are convolutionally
encoded and punctured, if necessary. The individual convolutionally encoded bit streams
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in every level of theQAM symbols are combined in theRM transmitter and finally
mapped taQAM symbols using the appropriate constellation scheme.

The channel decoder has to be able to reconstruct the individual bit streams of all lev-
els in theQAM symbols (i.el, 2 or 3 levels forQPSK QAM-16 orQAM-64, respectively).

The reconstruction of the bit streams is supported by information on the convolutional
code and the puncturing strategy. The convolutional mother code that is usedis

of rate R = 1/4 with constraint lengttt = 7 and is equal to the code usedDAB. The
generator polynomials of the mother code @r&3, 171, 145, 133) [37].

A multi-level decoder, as applied in tlzRM receiver, is typically implemented as
iterative multistage decoder (iMSDJ14]. The channel decoder is not considered as
part of the baseband processing in this chapter. Channel decoding techniques and their
implementations in reconfigurable hardware are discussed in Clgapter

De-scrambling

The purpose of de-scrambling energy dispersdk to avoid the transmission of regular
signal patterns. Before encoding the data of the different charfrets $DC, MSC) the
data is scrambled in tHeRM transmitter by a modulo-2 addition with a pseudo-random
sequence. The same scrambler structure as defin@dBhas been applied in tHeRM
transmitter and receiver.

4.5.3 DRM receiver implementation

Parts of the baseband processing of M receiver are implemented on the coarse-
grained MONTIUM architecture85, 113. The partitioning of the baseband functionality

is inspired by thediperLAN/2 receiver in Figurel.13 The synchronization of theFDM
symbols (i.e. prefix detection and removal) and the frequency offset correction functions
are integrated in one MINTIUM Tile ProcessorTP) [113. The (non-)power of 2FFTs

are mapped on one NTIUM TP. Furthermore, the possibility of implementing the
channel de-multiplexer in reconfigurable hardware is investig&@gld [

OFDM symbol synchronization and frequency offset correction

The OFDM symbol synchronization and the frequency offset correction are integrated in
the same MNTIUM TP because thBSPoperations for both functions are closely related.
Especially, the operations for prefix removal, generally referred to as guard time removal,
and frequency offset estimation apply common correlation operati@hs [

In essence the prefix removal function estimates the start of the useful data part of the
OFDM symbol. The start of the useful part is determined by applying a cross-correlation
on the cyclic prefix information (i.e. the firs{, samples and the ladf, samples of the
OFDM symbol). The location where the correlation value takes the absolute maximum
value determines the start of the cyclic prefix and, hence, cbtizmM symbol.

Once the useful data part of tlt=DM symbol is determined, the samples are cor-
rected for frequency offset. The cyclic prefix information can be helpful to estimate the
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frequency offset of on@FDM symbol. By applying a cross-correlation on the cyclic pre-
fix information, the rotation of the maximum correlation value determines the frequency
offset of the entir®FDM symbol.

In [113 the cross-correlation Digital Signal ProcessingSP kernel is mapped on
the MONTIUM TP. The cross-correlatioDSP kernel returns as a result the (absolute)
value of the correlation as well as the index when the correlation value is at (local) maxi-
mum value. Using this information the General Purpose ProceGs#) (letermines the
average rotation per sample caused by frequency offset. Finally, the samples of the useful
data part are corrected for frequency offset. Investigations for determining the frequency
offset based on the correlation results are giverlitf] as well. The investigation con-
cludes that it is also possible to accurately determine the rotation of the correlation result,
and thus the rotation due to frequency offset, in theNtium TP.

Inverse OFDM

Althoughpower of 2FFTs are implemented more efficiently thaon-power of Z/ariants,
non-power of ZFFTs have been implemented on theoMTiumM TP. The non-power of

2 FFTs are required in thBRM system because they generate an orthogonal set of sub-
carriers. Thenon-power of ZZFT mapping on the MNTIUM TP is based on the Prime
Factor Algorithm PFA) [46, 47]. The PFA splits the originaDFT in sets of smalleDFTs

that are relatively prime. The set of small#fTs consists opower of 2andnon-power

of 2 DFTs. Thepower of 2DFTs are mapped on the &NTIUM TP as radix-2FFTs (e.g.
in[94, 119).

DRM channel de-multiplexer

The de-mapping of th@AM symbols depends on the position in both time and fre-
guency domain. The goal of the de-multiplexing process is to determine the function of
eachQAM symbol. Implementation of the de-multiplexer is a control intensive task and,
therefore, it becomes questionable whether it can be implemented ondk&ivv TP.

Using aLUT approach, we de-multiplex the received information into several infor-
mation streams (i.eFAC, SDC, MSC or pilots). The positions of the sub-carriers con-
taining FAC and time pilots are mostly irregular. Furthermore, three frequency pilots are
available in everyDFDM symbol. All this position / function information can be stored in
aLUT. The positions of the sub-carriers that contain gain pilots are arranged according to
a regular pattern and can be mathematically calculated. So, this information is not stored
in theLUT containing the sub-carrier position / function information.

The de-multiplexer procedure filters the different sub-carriers gradually according
to their function. Firstly, the sub-carrier is checked to be a gain pilot. Secondly, in
case the prior check has failed, the de-multiplexer investigates whether the sub-carrier
information is available in the position / functiauT. We deal with time or frequency
pilots or FAC information if the information about the sub-carriers was contained in the
LUT. Finally, in case the prior check has failed, we deal v@8ithC or MSC information.
Whether the sub-carrier contai@®Cor MSC information depends on th@~DM symbol
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number. The first tw@FDM symbols within theDRM transmission super frame contain
SDCinformation. The remainin@FDM symbols in theDRM transmission super frame
contain sub-carriers witMSC information. It was concluded that the control intensive
de-multiplexing task can be more efficiently implemented @P&[85].

4.6 Summary

This chapter covered Orthogonal Frequency Division MultiplexibgMm)-based com-
munication systems. Different standaréiperLAN/2, DAB andDRM) are discussed that
are derived from the generioFDM framework. The investigation showed many dif-
ferences and similarities between the differemDM-based communication standards.
This investigation showed problems and opportunities for implemeti#igM receivers

in reconfigurable embedded systems.

4.6.1 Conclusions

Generally, the baseband processingd#bM-based communication systems is guided
by the principle of translating the information from the time to the frequency domain
and vice versa. In principle, the structure of theDM receiver is similar for every
OFDM standard and dominated by theT / FFT kernel. EveryOFDM receiver comprises
a frequency offset correction unit in order to restore the orthogonality of the received
OFDM sub-carriers. This functionality is implemented by regular patterns of Multiply-
Accumulate IAC) operations.

Major differences turn up in the manner of sending information on the different sub-
carriers in theOFDM symbols:

¢ Various modulation techniques are used to send information on the sub-carriers of
the OFDM signal: differential modulation or coherent (multi-level) modulation;

e Allinformation, contained in th©FDM signal, is generally sent in container struc-
tures that are typically referred to 8AC transmission frames. TheAC trans-
mission frames consist of various control streams and data streams.

The complexity of de-multiplexing the various information streams oMA€ transmis-

sion frame in theDFDM receiver strongly depends on the manner of sending information
on the sub-carriers of theFDM symbol. Especially, when the function of the allocated
sub-carriers alternates for every sub-carrier in@F®M symbol, the demodulation pro-
cess becomes additionally complex. The additional complexity is caused by the fact that
the appliedQAM constellation alternates for every consecu®®bM sub-carrier.

The CHAMELEON System-on-ChipgoCQ template of ChapteB is used to map the
baseband processimgPfunctions of theHiperLAN/2 receiver. The baseband processing
functions of theHiperLAN/2 receiver are partitioned over multipled&iTium TPs. The
control functions of the High Performance RadiN type 2 HiperLAN/2) receiver are
directed by a&GPPthat is available in the heterogeneous reconfigurgb@&emplate.
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The functionality with regular patterns &fAC operations is efficiently mapped on
the MoNTIUM architecture (e.g. the frequency offset correctigfil and channel equal-
izer). The frequency offset correction is mapped on theNvlium TP using the local
memories inLUT mode. TheLUTs are initialized withcosineandsinetables. We also
integrated the frequency offset correction with B/ mapped on the same dGNTIUM
TP. The twiddle factors, used f@&FT, have been reused by the frequency offset correc-
tion in the integrated approach.

The capabilities of the MNTIUM with respect to de-multiplexing the various trans-
port streams within onBIAC transmission frame, such as use®mRM, are questionable
because many control operations are involved.

One of the objectives is to identify opportunities for exploiting adaptivity in multi-
standard multi-mode wireless communication receivers. In this chapter the following
adaptivity features were identified in théperLAN/2 receiver:

e Standards level
Different communication standards can be implemented using the same reconfig-
urable hardware. Tablé.9 shows the size of the configuration files in order to
configure the processing elements of 8w to HiperLAN/2 receiver. Configuring
the MoNTIUM processing elements for the baseband processing functions takes
less thanl0 us, assuming that the communication bandwidth of the Network-on-
Chip (NoC) is sufficient;

¢ Algorithm-parameter level
In the HiperLAN/2 standard different modulation schem8®$gK, QPSK QAM-16
and QAM-64) can be applied. This parameter can be changed by switching the
constellation table in the de-mapper. This operation does not require any reconfig-
uration of the MONTIUM TP, but the contents of the Look-up TableT) has to
be adapted according to the required constellation.

Moreover, manyOFDM standards have multiple modes defined in which the num-
ber of used sub-carriers is changed. Hence, within one standard the size of the
appliedFFTs has to be adapted according to the applied propagation mode. The
size of theFFT can be adapted by partial reconfiguration when it is implemented
on the MoNTIUM TP[115.
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4.6.2 Recommendations

Investigation of the integration of frequency offset correction BAd functionality in

the same MNTIUM TP showed the feasibility of reusing th&JT information for both
functions (i.e cosineandsinetables or twiddle factors, respectively). The integrated ap-
proach reused the twiddle factors, usedHsr, to construct the coefficients for frequency
offset correction.

Basically, the coefficients for frequency offset correction are generated with the sup-
port of LUT tables that are initialized witbosineandsineinformation. The coefficients
are generated from theJTs by using the phase of the coefficient as memory address.
However, theLUTs are usually not initialized with one peridd, 27) , of thecosineand
sing but with half or quarter period. The coefficient generation, therefore, depends on
the quadrant in the complex plane in which the coefficient is situated. The right sign
of the cosineandsineinformation at the output of theuTs is determined based on the
guadrant information.

We observed that control operations, based on the quadrant information, are involved
during generation of the frequency offset correction coefficients, especially when the
LUTs are not loaded with theosineand sine information for one entire period. We
implemented the control mechanism for selecting the right sign otdstneandsine
information with conditional loops in the sequencer of thewrium. The information
about the quadrant of the coefficients needs to be checked continuously. However, im-
plementing the continuous control mechanism in the sequencer of theTMM TP is
not feasible, since other sequencer instructions need to be executed'8s well

We recommend to add extra control logic hardware in tr@Nviium TP (e.g. multi-
plexers that select their operands base&Bs). With the extra control logic it is possible
to bypass the MNTIUM sequencer and implement conditional operations in hardware.
The advantage is that sequencer instructions are executed by the sequencer, while condi-
tional operations are applied continuously as well. Furthermore, the control logic enables
parallelism with conditional loops, which improves the performance of control intensive
applications. In Chaptes we observe that the conditional operations (e.g. conditional
multiplexer functionality like Add Compare Sele&ds) operations) are heavily applied
in channel decoding algorithms.

We mainly focused on the mapping of baseband processing on reconfigurable hard-
ware, but we noticed that the channel decoding functionality contains resource demand-
ing functions as well. Especially the (time) de-interleaving functions in the receiver
require large memories to buffer data. Therefore, special memory tiles need to be present
in the heterogeneous tilesbC The address generators for the memory tiles should be
easily programmable with the appropriate interleaving rules. In Ché&ptes channel
decoder functionality of wireless communication receivers will be further discussed.

18 The MONTIUM sequencer can only execute one sequencer instruction per clock cycle.
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WCDMA Communication Systems

This chapter deals with Widebar@bMA (WCDMA communication sys-
tems. First the general framework of the Code Division Multiple Access
(CDMA) communication system is introduced, based on the Universal Mo-
bile Telecommunications SysteaMTS) standard. Several implementations

of signal processing kernels are discussed. The Rake receiver, an important
Digital Signal Processing ISP kernel inwCDMAreceivers, is described

in detail and mapped on the coarse-grained reconfigurdblenTium ar-
chitecture.

The WCDMA receiver is used to illustrate the feasibility of designing a
multi-standard receiver based on a heterogeneous reconfigurable System-
on-Chip GoQ platform. General purpose, fine-grained reconfigurable and
coarse-grained reconfigurable processing elements of the heterogeneous re-
configurableSoCare used for implementing théMTSreceiver functionality.

The baseband signal processing is mainly performellamTium process-

ing elements. The General Purpose Proces&®A) contributes in control,
whereas Field Programmable Gate ArrayRGA) elements in th&oCare

used for scrambling code generation.

Major parts of this chapter have been published in [P9, P10, P13, P18, P20].
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5.1 Introduction

In this chapter we illustrate our approach of implementing adaptive multi-standard wire-
less communication receivers in heterogeneous reconfigurable System-ors&diarf
chitectures. The template of the heterogenesa® as shown in Figur8.3, is applied

to illustrate the mapping of a wireless communication receiver supporting the Universal
Mobile Telecommunications SystetdNITS) standard.

Section5.2 discusses the principles of Wideba@BMA (WCDMA) communication
systems. The basic characteristics of theTS standard are described in Sectio:3.
The main Digital Signal ProcessingD$P kernel in theWCDMA receiver, i.e. the
Rake receiver, is mapped on the coarse-grained reconfigurable processing elements of
the SoC i.e. the MoNTIUM Tile ProcessorTP). The mapping of the Rake receiver on
the MONTIUM is described in SectioB.4. The mapping of the Rake receiver on the
MoNTIUM has been verified by means of Bit Error RaBER) versus Signal-to-Noise
Ratio SNR) performance simulations in Sectiérb.

The approach of implementing adaptive multi-standard wireless communication re-
ceivers capable of handlinggCDMA communication systems is summarized at the end
of this chapter in SectioB.6.

5.2 WidebandCcbmMA

The Universal Mobile Telecommunications Systesw{TS) standard, defined t§TSI[4],

is an example of a Third GeneratioB@) mobile communication system. The com-
munication system has an air interface that is based on Direct Seqaent& (DS-
CDMA) [59]. The bit rate ofuMTS at the physical level depends on the modulation type
and the spreading factasi) which will be explained later.

The idea of Code Division Multiple Acces€MA) is that every transmitted bit is
coded with a spreading code of a higher rate, which means that every transmitted bit is
multiplied with a spreading code sequence. The individual samples of the spreading code
sequence are callaghips In this way the information is transmitted at a higher rate (i.e.
the chip rate), so the spectrum is spread. In spread spectrum wireless communication
systems, the transmission bandwidth is much higher than the information data rate. The
spreading factorgF) determines the ratio between the chip rate and the information data
rate.

In order to distinguish between different users / sources in the communication system,
many orthogonal code sequences are used that are unique for every user. The orthogonal
codes exhibit low cross-correlation between different codes, while having good autocor-
relation properties. Hence, choosing the right spreading codes@es its multiple
access capabilities. Figubel depicts the basic operation principle@DMA.
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Figure 5.1: TheCDMA operation principle.
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5.3 Universal Mobile Telecommunications System

5.3.1 UuMTS transport mechanism

The physical layer of th&/MTS communication system offers data transport services
to higher layers through the use of transport channels via the Medium Access Control
(MAC) sub-layer B, 27]

The data in th&JMTS communication system is transmitted through many different
transport channels:

¢ Dedicated ChanneCH)
TheDCH is a downlink PL) or uplink (UL) transport channel and conveys data to
/ from the user;

¢ Broadcast ChanneBCH)
TheBCH s aDL transport channel that is used to broadcast system and cell specific
information;

e Forward Access ChannefACH)
The FACH is aDL transport channel, which contains secondary system and cell
specific information;

e Paging ChannelRCH)
ThePCHis aDL transport channel that contains secondary information to support
efficient sleep-mode procedures;

e Random Access Chann&ACH
TheRACH is anUL transport channel. Users can use this channel to initiate packet
transfers on th®CH;

e Common Packet ChannetiCH)
TheCPCHis anUL transport channel and is used to transmit bursty data traffic;

e Downlink Shared Channeb&CH
TheDSCHis aDL transport channel shared by several users. O%@His associ-
ated with one or several downlifdCHSs;

e High Speed Downlink Shared Channgs(DSCH
TheHS-DSCHis aDL transport channel shared by several users. HB#SCHis
associated with one downlink Dedicated Physical CharipreCH).

All transport channels have dedicated functions, but eventually they are all mapped to

physical channels. Physical channels are defined by a specific carrier frequency, scram-
bling code and spreading code, which is also referred to as the channelization code.
Physical channels are divided into radio frames with a leng88df0 chips (i.e. 10ns).
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Each radio frame contains 15 slots. Every physical channel exhibits about the same struc-
ture, except for the allocation of the data bits inside the slots. Eabkepicts the general
characteristics of theMTS communication system.

The major physical channel is the Dedicated Physical ChamtK), which is
available inDL and UL direction. Figure5.2 shows theUMTS frame structure of the
DPCH in the DL direction. TheDPCH is divided into frames, which are again divided
into 15 slots. Each slot contains a Dedicated Physical Control ChabreldH and
Dedicated Physical Data Chann&RDCH) section. Different transport channels are
multiplexed on thedPDCH. TheDPCCHsection informs the receiver about e.g. parame-
ters of the different transport channels that are multiplexed oD®ECHusing Transmit
Power Control TPC) and Transport Format Combination IndicatoFClI) bits. Further-
more, pilot signals are sent on tiPCCH section. TheDPCCH and DPDCH sections
are time multiplexed on the physical channel in Biedirection. Essentially, the frame
structure is equal for theL direction. However, the sections are not time multiplexed,
but In-phase/Quadraturé) multiplexed in the UL direction.

Table 5.1: DownlinkUMTSproperties in the=DD mode.

chip rate 3.8M cps
chips per frame 38400
chips per slot 2560
slots per frame 15
frame period 10ns
slot period 666.67:s

scrambling code length 38 400 chips
scrambling code period 1fs
spreading factorgp) 4-512
symbol rate 7.5 —96Bsps
modulation QPSK QAM-16

All data in the physical layer iQPSKmodulated, except for the High Speed Physi-
cal Downlink Shared Channel§-PDSCH that is used to carry theS-DSCHtransport
channel. ArHS-PDSCHmay use eitheQPSKor QAM-16 modulation.

1 In-phase/Quadraturg®) multiplexing means that separate data streams are indepengeatynodulated
on the In-phasa) and Quadraturey) component of the complex-number signal, resulting@PsKmodu-
lated signall/Q multiplexing has been applied in tha to prevent pulsed transmission of theCH, which
may cause Electromagnetic CompatibilisMC) problems.
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10 ms

Frame x-1 Frame x Frame x+1
Slot 0 Slot x Slot 14
Data 1 TPC TFCI Data 2 Pilot

DPDCH DPCCH DPDCH DPCCH

0.667 ms

Figure 5.2: TheumTSframe structure for the downlink Dedicated Physical ChanbelqH).

5.3.2 UMTS receiver structure

We investigate the possibilities for implementing the Digital Signal Processivgp) (
functionality of aUMTS receiver on heterogeneous reconfigurable hardware. The hetero-
geneous System-on-ChipdQ template from Figuré.3is considered to be the target
architecture on which multi-standard adaptive receivers are mapped. We only focus on
the downlink of theUMTS receiver at the mobile terminal in the Frequency Division
Duplex (FDD) mode. Figures.3 shows theDSP functionality of the downlinkUMTS
receiver.

The CDMA principle requires that multiple multiplications with the spreading code
have to be performed in theMTS receiver in parallel. Figurg.4 shows the basic idea
of the WidebandCDMA (WCDMA) receiver, which is based on a Rake receiver, in more
detail. One can distinguish five receive phases inti@MA receiver:

Pulse shaping;

De-scrambling;

De-spreading;

Maximal Ratio Combining;

De-mapping.

In Figure5.3also control-oriented functions are shown. These functions retrieve control
information from the received signal and provide this information to the hESIDMA
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Pulse shaping

Pulse shaping techniques are used in communication systems to simultaneously reduce
the intersymbol interference effects and the spectral width of a modulated digital signal.
In UMTS a root-raised cosine roll-off filter has been appligf [

De-scrambling and de-spreading

In UMTS two different spreading mechanisms are applied: de-scrambling and de-
spreading $]. The de-scrambling operation is performed in order to identify the cell,
in which the mobile receiver is situated. Th@TS communication system assigns a
scrambling code to every cell in théMTS communication infrastructure. One scram-
bling code containsg8 400 chips. The length of the scrambling code is equal to the
frame length iNUMTS (i.e. 10ms).

The de-spreading operation is performed in order to identify the user to which the
received information belongs. One or more spreading codes are assigned to every user
in the UMTS communication system. The length of the spreading code depends on the
SFand is denoted by F. The SFindicates how many chips are used to transmit one
information symbol.

During de-scrambling and de-spreading the received chips are multiplied with the
appropriate scrambling code and spreading code, respectively. After multiplication the
results are accumulated, which results in one soft-value for the received symbol. This
basic operation principle @DMA has already been shown in Figld.

Maximal Ratio Combining

Since multipath fading is a common phenomenon in wireless communication systems,
the receiver has to combat for the effects of multipath fading. Generally, the signals from
the strongest multipaths are received individually in thTS communication system.

This means that the receiver searches for the strongest received paths and estimates the
path-delays. Whenever the delay of an individual path is known, the receiver performs
the de-scrambling and de-spreading operations on the delayed signal. The operations of
de-scrambling and de-spreading are also referred to as Rake finger. In the Maximal Ratio
Combining MRC) function the received soft-values of the individual Rake fingers are in-
dividually weighted and combined to provide optimal Signal-to-Noise R&tR|. The
weighting factors of the individual Rake fingers are determined by the channel estimator.
The Rake fingers in combination with tiMRC are called the Rake receier

2 Alternative implementations of th&CDMA receiver are channel equalizers. The equalizer-baszniMA
receivers perform their de-scrambling and de-spreading operations only for one signal path. The de-spread
symbols are equalized according to the Channel Impulse Respoi®jewhich has been determined by
the channel estimation function. Equalizer-ba®eoDMA receivers yield better performance than Rake
receivers under severe Multiple Access Interferemtg f conditions but are more computationally inten-
sive [60, 107).
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Figure 5.5: UMTSQPSKconstellation.

Q
1011 1001 | 0001 0011

1070 1000 | 0000 0010
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1110 1100 | 0100 0110

1111 1101 | 0101 0111

Figure 5.6: UMTSQAM-16 constellation.

De-mapping

During de-mapping the received symbols are translated into received bits. Depending
on the communication mod€PSK and QAM-16 modulation are applied idMTS [4,

5]. Figure5.5and5.6 show the applied constellation schemes@®®SK and QAM-16,
respectively.

Cell searching

The cell searcher in theMTS receiver retrieves the assigned scrambling code from the
received signal. A scrambling code is assigned to every individual cell itUKES
communication infrastructure. The retrieved scrambling code is used during the de-
scrambling phase in th& CDMA receiver.
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Path searching

Multiple instances of the same signal are received alUMeS receiver due to multipath
effects. Those instances have different delays due to different traveling path lengths of
the signal caused by e.g. reflections. The path searcher determines the delays of the most
powerful paths. The delays of the paths are used by the Rake fingers to synchronize and
correlate with the received signal. Typically, the path-delays are estimated in multiple
chip periods.

Channel estimation

Multipath effects do not only lead to the reception of multiple instances of the same sig-
nal with different delays, but the instances can all have different phase shifts and ampli-
tudes. In theviRC the received soft-values of the individual Rake fingers are individually
weighted and combined to provide opting®llR The channel estimator determines the
complex-number weighting factors of the individual Rake fingers.

5.4 Rake receiver implementation

Figure 5.4 shows the baseband processing performed inMB®MA receiver using a

Rake receiver. Th&/CDMA receiver has been implemented in a heterogeneous recon-
figurable hardware platform. The heterogenesus template from Figure3.3 illus-

trates the target architecture on which multi-standard adaptive receivers are mapped. The
majority of the computationally intensive baseband functions has been implemented on
coarse-grained reconfigurable hardware, whereas fine-grained reconfigurable hardware
and General Purpose Process@®gHs) are supposed to be used for additional control
functionality.

Since mosDSP operations in th&@/CDMA receiver consist of Multiply-Accumulate
(MAC) operations on words, th# CDMA Rake receiver has been implemented on coarse-
grained reconfigurable hardware, i.e. theNrium Tile ProcessorTP). The scram-
bling code in the receiver can be generated with simple digital logic, consisting of
shift-registers and Exclusive OR®R) gates §]. These are typical operations that can
be performed in fine-grained reconfigurable hardware, e.g. Field Programmable Gate
Array (FPGA). Although we described the necessity of control-oriented functionality in
the WCDMA receiver, we will not concentrate on the control functionals, but only on
the baseband data processing. We assume that the control-oriented functions provide the
right information to the baseband data processing part ofbBMA receiver.

The receive filter is commonly implemented with a pulse-shape filter. The pulse-
shape filter, which can be implemented as a Finite Impulse RespeiRjdilter, can be
implemented on one EINTIUM tile. The output streams of the pulse-shape filter are the
input for the Rake receiver, which has been implemented on a secandrivm tile.

Figure 5.7 shows the functional blocks in th&# CDMA receiver that are implemented
on the tiles of the heterogeneous reconfigurazle The processing elements in Fig-
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ure5.7(i.e. GPR FPGAand MONTIUM tiles) can be mapped on the target architecture of
Figure3.3

The control functionality in th®CDMA receiver is an important part of tveCDMA
communication receiver in order to function properly. However, the basic operation prin-
ciples of theCDMA communication system are implemented by the baseband functional-
ity of the Rake receiver. The control functions, however, also have similar functionality
as the baseband functions of the Rake receiver:

e Cell searching
The cell search procedure consists of 3 steps that are all performed on the Synchro-
nisation ChannelgCH). The procedure is well described in tb#TS specifica-
tions [3, 5]. The cell search procedure is based on correlation with synchronization
codes and the operations are similar to those in the Rake finger;

e Path searching
The path searcher performs its operations at the oversampled chip rate. The au-
tocorrelation of the received oversampled signal is determined. The peaks in this
autocorrelation determine the delays of the individual paths;

e Channel estimation
The channel estimator performs its operations at symbol rate. Channel estimation
is performed on the de-scrambled, de-spread chips of the individual Rake fingers.
Estimates of the channel are determined based on pilot symbols that are transmitted
in the Common Pilot ChanneCPICH) or in theDPCCH
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The control functions in th&/CDMA receiver are assisted by Rake finger operations.
The channel estimation is based on the output of the Rake receiver, which contains the
pilot symbols of theCPICH or theDPCCH Hence, the channel estimation is performed
after de-scrambling and de-spreading of@®#CHor theDPCCH Accordingly, the pilot
symbols are used to estimate the channel coefficients fanR@function. So, the Rake
finger operations can be identified as the basic operations in the channel estimator.
Many approaches for channel estimation and path searching have been studied. Dis-
cussing and studying the details of these control-oriented functions is beyond the scope
of our research. 23, 28, 60, 107] introduce many details about the control functions
in the WCDMA communication system. We consider the Rake receiver as a basic part
of the WCDMA receiver, since the Rake receiver is also involved in the control-oriented
functions of theWCDMA receiver.

5.4.1 Timing properties

The characteristics of the implemented receiver depend on the propertiesufitise
communication system. The most important baseband properties of the dowirsk
communication system iRDD mode are summarized in Tabbel The properties are
important for the downlink receiver. During implementation of the receiver one has to
consider the sample rate in the different receiver phases:

e Thepulse shapindilter performs the filtering operations on oversampled chips;

e Thede-scramblingoperations are performed on chips;

Thede-spreadingperations are performed on chips as well;

The signals from the different Rake fingers are combined duviagimal Ratio
Combining The combining is performed at symbol rate;

e The symbols are de-mapped to bits. Tdemappings performed at the symbol
rate as well.

5.4.2 Block versus streaming communication

The timing properties of theeMTS communication system concern both the data pro-
cessing and the control part of the receiver. However, it seems natural that the data
processing is performed according to 8teeamingcommunication principle, while the
control-oriented functions are partly done according tolileek communication. The
implementedNCDMA receiver has been implemented according to the streaming com-
munication principle because for the block communication too many resources, i.e. mem-
ory for storing the scrambling code, are required.

According to Table5.1 the scrambling code sequence consist8&®1£00 samples.
Hence, if thew CDMA receiver operates in block mode th&$400 samples have to be
stored in the local memory of the ®NTIUM. Even when data would be processed on a
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slot-basis instead of a frame-basis, then 8tilb0 data samples would have been stored
in local memory. Therefore, we may conclude that the block communication principle in
the WCDMA receiver is not efficient, since blocks are too large.

5.4.3 Communication requirements

The implementeddVCDMA receiver operates according to the streaming communication
principle. The receiver can process four individual paths of the received signal. Con-
sequently, the receiver requires four complex-number data streams for the four imple-
mented fingers. All implemented fingers require the same scrambling code. The scram-
bling code can be generated using e.gFaGAtile. The implemented receiver takes

the complex-number scrambling code stream as an input. Before de-spreading starts,
the appropriate spreading code is stored in the local memory of theTMm TP. The
spreading code is stored in local memory because the code has a maximum length of 512
samples. Thus, a relatively small amount of data has to be stored in contrast to the scram-
bling code. Furthermore, the spreading code is assigned to a particular usediite
communication system and, therefore, the spreading code will not change frequently.
After de-spreading and before de-mapping, the received symbols of the individual signal
paths are combined. During this combining phase, each symbol is scaled with a coef-
ficient. These coefficients are provided by the channel estimator. So, the implemented
receiver takes this stream of coefficients as an input. The implemented receiver needs
many input streams in order to function properly. The receiver outputs a stream of sym-
bols which contain two bits of received data. The characteristics of all the input and
output streams are given in Talle2 for a receiver with four fingers.

Table 5.2: Signal stream characteristics of the implement¢tDMAreceiver.

Signal stream Direction Data rate
[MSPS]
data finger 1 complex input  3.84
data finger 2 complex input 3.84
data finger 3 complex input  3.84
data finger 4 complex input  3.84
scrambling code complex input  3.84

MRC coefficient finger 1  complex input 3.84/SF
MRC coefficient finger 2 complex input 3.84/SF
MRC coefficient finger 3 complex input 3.84/SF
MRC coefficient finger 4 complex input 3.84/SF
de-mapped bits real output 3.84/SF

The MONTIUM targets the 16-bibSPalgorithm domain, and so requires 16-bit data
words. Using the MNTIUM as the target architecture, we can translate the characteris-
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tics of Tables.2into requirements for the Network-on-ChipdC). Notice that the output

of the receiver is a stream of symbols, which correspond to a pair of two biGHABK
modulation. The characteristics in Tallle assume that the receiver outputs symbols of
16-bits wide, which eventually contain a pair of two Bitall inputs of the implemented
receiver are complex, which means that for each input stream two 16-bit words are re-
quired. The maximum bandwidth requirements foritlo€ are summarized in Tabk3,

under the assumption of minimum spreading (K&’ = 4).

Table 5.3: Maximum bandwidth requirements for tNeCwith SF' = 4.

Signal stream Bandwidth
[M Bps]
data finger 1 15.36
data finger 2 15.36
data finger 3 15.36
data finger 4 15.36
scrambling code 15.36
MRC coefficient finger 1 3.84
MRC coefficient finger 2 3.84
MRC coefficient finger 3 3.84
MRC coefficient finger 4 3.84
de-mapped bits 1.92

Figure 3.4 shows that the Communication and Configuration UaiT\) is directly
connected to the global buses inside thewfium TP. The CCU implements the inter-
face for off-tile communication and so it guarantees that the correct signal streams are
available for the MONTIUM TP. Figure5.8 depicts typical signal activity on the global
buses inside the ®INTIUM TP during Rake processing. The different signal streams,
which are streamed from outside theoMTIiUM TP by the CCU?, are indicated with
characters (A---'J) in Figure 5.8 The figure shows that for each finger two sig-
nal streams are needed, becauser¢dadandimaginary part of the signal are different
streams. The MNTIUM is able to process two Rake fingers in parallel. The data samples
of two Rake fingers can be both de-scrambled and de-spread in two clock cycles. The
typical signal activity reveals the regular organization of the implemented Rake receiver,
which is shown in Figur&.9as well. First one chip of finger 1 and one of finger 2 are de-
scrambled and de-spread, in the next 2 clock cycles one chip of finger 3 and one of finger
4 are de-scrambled and de-spread. Hence, time multiplexing of the de-scrambling and

3 An optimization of theQPSKde-mapper results in packing together 16 de-mapped bit@isk symbols.
4 The Rake receiver has been implemented on ttenMum TP without having a detailed implementation
of the cCU. Therefore, we implemented the Rake receiver using a hypothe@al The CcCuU [20], as

given in Chapte, has been designed in a later stage by using the results of therMM-based Rake
implementation as design guideline.

130



5.4 — Rake receiver implementation

de-spreading operations has been applied for more than two Rake fingers. This typical
sequence of signal processing repeats till a complete symbol (consistiig sdmples)

is de-scrambled and de-spread. The next five clock cycles are used for combining the
results of the four fingers and de-mapping the symbols to a bit stream. The different
phases ofWCDMA baseband processing operations that are indicated in FigBeae

also depicted in Figurg.8.

At most six signal streams need to be present simultaneously on the global buses in
the combining phase. However, during the de-scrambling and de-spreading phase four
signal streams are used for signal processing. Typically, the average communication
bandwidth for processing 4 Rake fingers witi' = 4 is 94.08 M Bps.

The input signals of three out of four Rake fingers need to be buffered because they
have a different delay. The local memories inside theNwlium are used for buffering.

Six memories are used for buffering, since the signal streams for the fingers are complex.
The spreading code is stored in an additional memory. The same real-valued spreading
code has been applied for th@nd Q components of th®PCH [5]. So, in total seven
memories in the MNTIUM are used for Rake processing.

5.4.4 Dynamic reconfiguration

The complete Rake receiver is implemented on thenwlium TP. This receiver includes

the de-scrambling and de-spreading of four individual fingers, combining the results of
the four fingers, and de-mapping (as shown in Figu#. The configuration size of the
complete Rake receiver in thedAiTiuM TPis only 858 bytes. Since two bytes per clock
cycle can be stored in the configuration memory of theNwtium TP, one tile can be
configured for Rake receiving in 429 clock cycles. With a configuration clock frequency

of 100 M H = this means that a Rake receiver with four fingers can be configured in 4.29

1s®.

In case the spreading code changes, and s6fhihe new spreading code only has
to be loaded in the local memory of thedWTium. Storing a particular spreading code
into the local memory takeSE' clock cycles. Furthermore, one constant in the sequencer
program (i.e. the loop counter) has to be changed.

The input streams of the different fingers are buffered in local memories inside the
MoNTIUM TP. When the delay of one of the channel paths changes, the buffering strat-
egy of the local memories has to be changed (i.eAthie instructions are reconfigured).

The buffering strategy of the memories is configured with 24 bytes. These 24 bytes
can be reconfigured in 12 clock cycles. Consequently, the Rake receiver can update its
complete path-delay profile in 120:°.

As can be seen from the signal activity in Figl&r®, the signal processing of four
Rake fingers is very regular. The idea behind the modular, regular structure of the Rake-
4 receiver is that it can be easily adapted to another configuration with for instance less
fingers. The modular organization of the basic operations in tkeiMum TP is also
shown in Figureb.9. Suppose we want to change the receiver to a Rake-2 configuration,

5 In the rest of this chapter we assume that the clock frequency of (re)configuration id H00

131



Chapter 5—wWCDMA Communication Systems

{70

Xﬂ

T uteuw
- SEIEE
TT utew
T uTew
- GESIS
TT uTew
LI
T UTew
- FEIEE e
TT uteu $9935
- 5255
— E e~
T utew cErte
' of | ||| < 020 0®
SooGe
TT UTew 555582
_ L 288885
T uTew 5003
ol |0 Q:D:mms
TIT uteuw ===2>3
LOT LS
T uTew
......... HEE
o S
=
[0}
©
g .. ~os O
Lu N —_
5600
OO0 D D=
cccco
ISESS
] 58583
<moow

—
-

~ o~ ~ o~ ~
N O T 0
N N

HEEE | | B2
o3 EDDHH 388
o DAL

SE

R :
T%_U%w o] [g] 0] [9][ ]

e DFEERSL

SIo 01

(10)

Figure 5.8: Signal activity inside th&oNTIuM on the global buses (1} - (10) during 4-finger
Rake processing.
132



5.4 — Rake receiver implementation

I~ urewo) dwnl
a+ov(g<<v) | | dewap
SeWn T — | szpmy) 40} 1MoJw* - ouwpeadal
ov(g<<vy) Lsva+(axy) LSva+(axv) LSva+(axy) Lsva+(axv) I"oJw
(oxg) LSva—(0x*4) LSV H—(0x4) LSV —(0x*4) " oJw
sown 1 — A4S X f%; 1o} I urew ‘ I” urewyeadal

a+ox(a+v) a+ox(a+v) a+ox(a+v) a+ox(g+v) II” urew

(@®o)+@®v) | (@Po)-(gdv) | (@do)+t@dv) | (@Do)-(gdvV) I~ urew
SNV PNV eniv NV TNV 7@:@ 9po2

Figure 5.9: WCDMAbaseband processing operations in ti®NTIUM.

133



Chapter 5—wWCDMA Communication Systems

this means that finger 3 and finger 4 are no longer neededCThbewill therefore stall

the streaming of stream 'C’ and 'D’ onto global buses-(1)(4) (refer to Figuré.8). So,

the de-scrambling and de-spreading phase of finger 3 and finger 4 (i.e. data streams 'C’
and 'D’) can be bypassed. This can be done by changing / adding jump conditions in the
sequencer program. Since only two fingers are processed instead of four, the combining
phase can also be reduced.

In order to reconfigure the sequencer program, only four jump conditions have to be
changed, which corresponds to 8 bytes of configuration data. Furthermore, 4 register
instructions and 4ALU instructions need to be changed, which results in 16 extra bytes
that need to be reconfigured. In total, for reconfiguring the number of fingers from four to
two, only 24 bytes have to be reconfigured in the configuration memory of themwm
TP. The Rake receiver can be reconfigured in 120 which corresponds to 12 clock
cycles.

5.4.5 Dynamic power consumption

\oltage and frequency scaling are important measures to control the dynamic power con-
sumption of embedded systems, as given in Chapt&ecause of the modular, regular
structure of the Rake receiver, frequency scaling can be easily applied. From Figure
can be seen that the clock frequency of themtium during Rake processing of 4 fin-
gers is about 4 times the chip rate. However, when the Rake receiver is reconfigured to 2
finger processing, the clock frequency of the@Nirium can be reduced to about 2 times
the chip rate.

Using power estimation tooling, the dynamic power consumption of a typisal
operation in the MONTIUM TP was estimated in94] to be about 0.5nW /M Hz, re-
alized in 0.13um CMOS technology. In AppendiA the average power consumption
for Rake processing has been estimated. The dynamic power consumption during 4-
finger Rake processing has been estimated to be/@1&7 M H z. Detailed information
on the power estimation experiments of th@Mrium-based Rake receiver is given in
AppendixA. Table5.4 summarizes the average dynamic power consumption for the
implemented Rake receiver, when two or four fingers are processed.

Table 5.4: Average dynamic power consumption of MeNnTIum Rake receiver.

Clock frequency Dynamic power consumption

MONTIUM [M HZ] MONTIUM [mW]
2 fingers 10 4.7
4 fingers 20 9.4

An efficient Application Specific Integrated CircuifA%IC) implementation of a
WCDMA Rake receiver was described i82]. The Post Buffering Rake receiver was
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implemented in 0.13:m CMOStechnology. The receiver was partly based on the flexi-
ble Rake receiveFlexRakethat has been presented §0]. According to B2, the total
power dissipation of thaSIC implementation is about 1/ W with 4 active fingers and
about 1.2mW with 2 active finger& The total area of the implemented Post Buffer-
ing Rake Receiver is determined to be about/@:22. When we compare the power
consumption of the\SIC implementation with the MNTIUM implementation, we can
conclude that the power consumption of the@Nrium is about 3 to 7 times larger. As
expected, thaSIC implementation is more energy efficient than an implementation in re-
configurable hardware, however, th8IC implementation is fixed and the functionality
of the ASIC cannot be changed.

Based on the ideas fromd(, 82], another flexible Rake receiver implementation has
been presented i89]. The architecture of that flexible Rake receiver is a specific instan-
tiation from the general ASPA architecture templatesf]. The AviSPA architecture is
configurable at design time and programmable after fabrication. Accordir@gfatihe
area for one reconfigurable Rake receiver isf@:22 in 0.12um CMOStechnology. The
power consumption of the generated Rake receiver is estimated to be:gl64How-
ever, these area and power figures are inconsistent with numbers gi6an&8][ which
present instances of the same architecture template.

In [66] the Rake finger has been implemented on BERSHARC TS101S
DSP[9, 10. Although it is impossible to make a direct comparison between the im-
plemented Rake finger on theddiTium and on the TGERSHARC, we compare the
basic characteristics of both implementations that proo&§3CH data. The TGER-
SHARC implementation synchronizes the fingers inMeC unit, while the MONTIUM
implementation synchronizes the fingers prior to de-scrambling / de-spreading. The Rake
functions of both implementations that can be fairly compared deescramblingde-
spreadingandchannel compensatiénTable5.5summarizes the number of clock cycles
that are consumed while receiving 0oBITS slot in theDL direction for theFDD mode.

The figures in Tabl&.5are given for the situatiof F' = 256.

Table 5.5: MONTIUM versusTIGERSHARC Rake function implementation.

MONTIUM TIGERSHARC

Function # clock cycles  # clock cycles
De-scrambling &

de-spreading 2560 1210
Channel compensation 10 634

6 The total power dissipation is given for the Post Buffering Rake receiver $ith= 4 and with clock
gating enabled.

7 The channel estimation functions have not been considered in the implementation comparison, but only the
correction of the samples with the channel coefficients is considered.
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The average internal power consumption of theBRSHARC TS101S 9] is ap-
proximately 5mW /M H z [8]. Hence, the energy consumption of thesERSHARC
TS101S is on averageJ per clock cycle. The number of clock cycles required for
baseband processing in Tall& shows about equal order of magnitude for both proces-
sor architectures (i.e. MINTIUM and TIGERSHARC). Given the figures from Tabfe5,
the MoONTIUM Rake receiver is at least 10 times more energy efficient than therRF
SHARC counterpart.

5.5 Rake receiver verification

The functional behaviour of the implemented Rake receiver on theitvium TP has

been verified by means of hardware / software co-simulations. Figdieshows the
co-simulation environment with MrLAB [71] and MoDELSIM [73], which has been

used for functional simulations. Using this co-simulation environment, we can simu-
late the baseband functionality of th@TS communication system in software (i.e. us-

ing MATLAB and S\SUMTSSM [87]) and partly in hardware (i.e. using ®bELSIM).
SASUMTSSM has been developed to evaluate the performance of the de-spreading and
demodulation functions of theMTS downlink [87].

5.5.1 umMmTS performance simulations

The receiver that is implemented in tha SUMTSS8M simulator can de-scramble, de-
spread and demodulate multiple downlink physical channels. The physical channels are
processed using a Rake receiver for each channel. The number of fingers of the Rake
receiver can be specified in the simulator. Cell search, path search and channel estima-
tion functions are implemented in the SUMTSSM simulator in order to realistically
model aUMTS receiver. In the co-simulation framework of Figutd 7we used the base-
band functions and algorithms provided bxSUMTSSM, in order to performUMTS
performance simulations with the & TIuM-based Rake receiver implementation.

The SASUMTSSM simulator generates allMTS signals and stimuli to evaluate
the functionality of the MONTIUM-based Rake receiver. Thea SUMTSSM simulator
does not only perform baseband functions inth&TS receiver, but it also incorporates
the baseband transmitter functionality of®ITS communication system. Furthermore,
channel models are implemented in theS2JMTSSM simulator. The Rake receiver,
implemented on the NTIUM TP according to Figur®.7, needs as inputs:

e Channel estimatefor all individual Rake fingers. The channel estimates are pro-
vided by the channel estimation algorithms iREJMTSSM;

e Scrambling codeThe scrambling code is provided bASUMTSSM. The cell
search functionality of SSUMTSSMm provides the proper scrambling code;

¢ Delay informationfor all individual Rake fingers. The path-delay profile informa-
tion is provided by the path search functionality gf SUMTSSMm;
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e Data streamdor all individual Rake fingers. The data streams are derived from the
receivedJMTS baseband signal. The appropriate chips for the individual Rake fin-
ger are selected using the delay information, which is provided by the path search
functionality of SASUMTSSM. TheUMTS baseband signal has been generated
by the transmitter functionality of 8SSUMTSSM.

The performance and functional behaviour of thelrium-based Rake receiver have
been evaluated under different propagation conditions. The propagation conditions for
performance measurements in a multipath fading environment are defingddinriex

B] for the UMTS communication system. ThReMTS scenarios fromZ, Annex B] that are
relevant for MONTIUM-based Rake receiver performance simulations are summarized
in Table5.6. These multipath fading propagation conditions are used to evaluate the
MoNTIUM-based Rake receiver with 2 and 4 fingers.

Table 5.6: UMTSpropagation conditions for multipath fading environments.

Case 13 km/h) Case 3120km/h) Case 4250km/h)
Relative Average Relative Average Relative Average
Delay [ns] Power [dB] | Delay [ns] Power [iB] | Delay [ns] Power [dB]

0 0 0 0 0 0

976 -10 260 -3 260 -3

521 -6 521 -6

781 -9 781 -9

For every propagation condition case simulations were performed with both the ref-
erence model (i.e. 8SSUMTSSM) and the MONTIUM implementation of the Rake re-
ceiver. In each simulation ongMTS frame was received. The individual paths in the
multipath channel were modelled with Rayleigh fading. In each cas®m@H in the
DL direction has been received withs& of 4. Hence, totally38 400 chips are received
in each simulation. This yield$600 de-spread symbols withgF of 4. Since theDPCH
has bee@PSKmodulated, a total number @b 200 bits have been received during sim-
ulation. TheDPDCH part of theDPCH is the only part that contains useful data bits,
therefore the performance of the Rake receiver BER versusSNR) has been deter-
mined with only18 720 data bits. The remaining bits in tlEPCH contain information
concerning théOPCCH Since theBER has been determined based on otyr20 bits,

BER values smaller than - 10~2 are hardly significant (assuming that at leas er-
rors have been simulated). TIS&R is expressed irE./Ny, i.e. the ratio of the chip
energy E.) and noise spectral density in the baseband spectigh (The SNRin the
experiments has been determined by ta&8MTSSm simulator.

The simulations are all performed under the assumption that the channel estimation,
cell search and path search functions are ideal, i.e. they provide the right coefficients
without any uncertainty. In this way, the performance of the typical baseband functions
in the UMTS Rake receiver is not disturbed by incorrect behaviour of any control func-
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tionality in theUMTS receiver. Hence, the comparison of the baseband functions of the
MONTIUM-based Rake receiver and the SUMTSSM Rake receiver are fair.

UMTS Case 4

Figure5.10shows theBER versusSNR performance for the Rake-4 receiver un@ase

4 multipath fading propagation conditions. The results of multiple simulation runs are
given in Figure5.10for both the 3SUMTSSM and MoNTIuM-based Rake receiver

The BER curves in Figure5.10 show the averaged result after 5 times simulating the
reception of on&JMTS frame. The curves for both theaASUMTSSm and MONTIUM-
based Rake receiver are given (labelled "Reference” and "Montium”, respectively). The
relative delay and average power of the multipaths, as defined in Sablare used as
control input for the Rake receiver which implies ideal channel estimation and ideal path
searching. The speed of the receiver is assumed to b&/230.

The simulation results show that the performance of trenwium-based Rake re-
ceiver and the 8SUMTSSM Rake receiver are hardly different, only for bad channel
conditions (i.e. lowSNR) a performance gap arises. This gap is caused by the fact of
saturation in theALUs. Properly scaling the input data of thedMTIuM, reduces the
effect of saturation. The effect of proper input scaling is depicted in Figurgby the
additional simulation results (labelled "Additional input scaling, Montium”). The addi-
tional simulation results are obtained by more rigorously scaling the input data of the
MONTIUM in bad channel conditions.

UMTS Case 3

In UMTS Case 3the same multipath channel conditions with respect to power and delay
profile are applied as iWMTS Case 4 The only difference withCase 4is that the
velocity of the mobile receiver has been set to x20/h for Case 3 Again, both the
SASUMTSSM and MoNTIuM-based Rake-4 receiver have been simulated. The results
of 5 simulation runs and the resulting avera@#R have been depicted in Figubel2
(labelled "Reference” and "Montium”, for theASUMTSSM and MoNTIUM-based
Rake-4 receiver respectively).

The performance of the Rake-4 receiver un@aise 3channel conditions shows
hardly any difference witltCase 4channel conditions. Furthermore, the performance
of the SASUMTSSM and MoNTIuM-based Rake receiver show similar resultShe
SASUMTSSM receiver performs slightly better in bad channel (i.e. BMR) condi-
tions. Again, the performance gap in bad channel conditions is due to insufficient in-
put scaling. Additional simulations show that properly scaling the input data of the
MoONTIUM improves theBER performance of the MNTIUM-based Rake receiver (la-
belled "Additional input scaling, Montium” in Figurg.13).

8 « in the BER curves indicates that simulation results for theirium and A\SUMTSSM are identical.
9 x in the BER curves indicates that simulation results for thenium and S\SSUMTSSM are identical.
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UMTS Case 1

UnderUMTS Case 1multipath fading conditions 2 signal paths have been defined ac-
cording to Table.6. Those 2 paths are received by the two fingers of a Rake-2 receiver.
In UMTS Case 1the velocity of the mobile receiver is set td:3/h.

The performance of the BINTIUM-based Rake receiver with 2 fingers has been eval-
uated and compared with theaSUMTSSM receiver. Figures.14 shows the results
of 5 simulation runs as well as the average obtaiBEg for both receiver®. For low
SNR channel conditions the performance of theS2JMTSSM Rake receiver with 2
fingers is slightly better than the dTium counterpart. Both receivers show similar
performance figures under increasiigr conditions.

The importance of properly scaling the fixed-point input data in tlenwium-based
Rake receiver can also be derived from BER results in Figures.14 In bad channel
conditions, the 8SUMTSSM receiver performs slightly better than theoMTIUM-
based Rake receiver. This behaviour is due to saturation effects indhe idm ALUS.
Saturation of the data in th&.Us can be combated by more rigorously scaling the input
data of the MONTIUM. We performed some simulations with more rigorous scaling of
the input data in bad channel conditions. The results of these additional tests are included
in Figure5.15(labelled "Additional input scaling, Montium”).

10 4« in the BER curves indicates that simulation results for themrium and \SUMTSSM are identical.
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5.6 Summary

This chapter covers Widebar@bMA (WCDMA)-based communication systems. The
Universal Mobile Telecommunications SystebMTS) standard is used as an example
of WCDMA communication systems. Requirements for implementing the Digital Signal
Processing 0SP functionality in hardware have been investigated. The investigation
showed problems and opportunities for implementitiGDMA receivers in reconfig-
urable hardware, like the BNTIUM.

The template of the heterogene@es, as shown in Figur8.3, is applied to illustrate
the mapping of a wireless communication receiver supportin@ thes standard. Gen-
eral purpose, fine-grained reconfigurable and coarse-grained reconfigurable processing
elements of the heterogeneous reconfigurgbleare used for implementing théMTS
receiver functionality.

5.6.1 Conclusions

The Rake functionality is efficiently mapped on theoMTium. The Rake functional-

ity comprises Multiply-AccumulateMAC) operations for de-spreading. Furthermore,
multiplications are performed in the Maximal Ratio CombiningRC) phase of the

Rake receiver. Th&RC phase combines the de-spread signals from different reflected
signal paths. Moreover, the de-spread signals are compensated for channel effects in
the MRC phase, like the equalizer operations in the Orthogonal Frequency Division
Multiplexing (OFDM) receiver (discussed in Chapt®t

The algorithms performed in the baseband processing part af/@@VA receiver
comprise relatively simple operations. However, the implementation complexity of the
algorithms is caused by the high data rates and high chip rates @f@imaA signals.
Furthermore, the channel estimation algorithms are complicated, but these are not ana-
lyzed in this chapter. The channel estimation algorithms, however, are partly dependent
on the same baseband algorithms that were presented in this chapter. The control func-
tions in thewCDMA receiver, e.g. cell searching, path searching and channel estimation,
interpret the data that is processed by the common baseband algorithms. The interpreta-
tions of the control functions result in estimates of e.g. the wireless channel. Hence, the
common baseband algorithms provid&/@DMA receiver with important functionality,
as these are used in several ways.

The performance of the Rake receiver is verified against a floating-point reference
implementation of a Rake receiver. The performance of the Rake receiver is expressed
in Bit Error Rate BER) versus Signal-to-Noise Rati€IR) graphs. Simulations for typ-
ical UMTS scenarios show hardly any difference in performance between the reference
and MoNTIUM-based Rake receiver implementation. Experiments show that proper in-
put scaling of data influences the performance of thenvlium-based Rake receiver
considerably.

The WCDMA receiver implementation on the dhTiuM shows a typical example
of streamingDigital Signal ProcessingDSP. The WCDMA receiver was implemented
according to the streaming communication principle because for block communication
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too many resources, i.e. memory for storing the scrambling code, are required during the
baseband processing.

The implemented Rake receiver, which comprises the main baseband processing of
a WCDMA receiver, is designed according to a scalable, flexible scheme. The design
is flexible and scalable in the sense that the number of Rake fingers and the path-delay
profile can be configured dynamically. Consequently, the characteristics Wab&A
receiver (i.e. the Rake receiver) can be adapted to its operating conditions at run-time.

Mapping the Rake receiver on thedWTiuM gives the flexibility to adapt the receiver
quickly to typical operating conditions. The configuration size of the Rake receiver with
four fingers, mapped on the ®NTIUM, is only 858 bytes. The KEINTIUM is configured
in 4.29 s when a configuration clock of 100 H z is applied, as every clock cycle 16-
bits are written in the configuration memory. Adaptation of the Rake receiver to typical
environmental conditions, e.g. changing path-delay profile, is done by partial reconfigu-
ration. The characteristics of the Rake receiver are semi-instantly changed through partial
reconfiguration of the MNTIUM. Partial reconfiguration occurs in a few clock cycles,

i.e. in the order of nanoseconds.

The streaming Rake implementation on theNrium TP requires a flexible commu-
nication interface which connects thedWtium TP with e.g. a Network-on-ChipNoC).
Because of scalability, the communication interface of theNwlium, referred to as
Communication and Configuration UnTCU) (depicted in ChapteB), needs to handle
a variable number of data streams. The throughput of these data streams needs to be
guaranteed. Furthermore, tB€U needs the ability to adapt the number of high band-
width streams at run-time. Hence, the total communication bandwidth éfcheshould
be able to change dynamically.

One of the objectives is to identify opportunities for exploiting adaptivity in multi-
standard multi-mode wireless communication receivers. In this chapter the following
adaptivity features were identified in the/TS receiver:

e Standards level
Different communication standards can be implemented using the same recon-
figurable hardware. Configuring the reconfigurable processing elements into a
WCDMA receiver requires less thaf ps configuration time;

¢ Algorithm-selection level
Within theWCDMA receiver the functionality of the Rake receiver can be switched
to equalization and vice versa. Reconfiguring the processing element, which was
performing the equalizer functionality, to Rake receiver functionality costs about
4 us configuration time;

e Algorithm-parameter level
The number of fingers is one of the parameters that can be changed in the Rake re-
ceiver. The number of fingers in the Rake receiver of Se&idgan vary between
1 and 4. Adapting the number of fingers means that ttenMum TP which im-
plements the Rake receiver has to be partially reconfigured with 24 bytes of data.
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This partial reconfiguration cost20 ns reconfiguration time. Reducing the num-
ber of fingers results in lower clock frequencies of theitrium TP, which results
in reduced energy consumption.

Another parameter that can be changed is the delay profile of the fingers in the
Rake receiver. The reconfiguration time for changing the delay of the fingers is
120 ns, because 24 bytes have to be reconfigured.

The third parameter that can be adapted in the Rake receiver is the spreading factor.
Changing the spreading factor is performed by partial reconfiguration and loading
of the new spreading code.

The pulse-shape filter can be implemented withR filter, which can adapt the
number of taps. Changing the number of taps also implies a partial reconfiguration.
Consequently, the clock frequency of the processing element can be adapted to the
new filter structure, which results in a change in energy consumption.

5.6.2 Discussion

The importance of properly scaling the fixed-point input data in thenwium-based

Rake receiver is derived through experiments. In bad channel conditions, the floating-
point reference receiver performs slightly better than ttenvium-based Rake receiver.
This behaviour is due to saturation effects in th@wrium Arithmetic Logic Units
(ALUS). Saturation of the data in t¢.Us can be combated by scaling the input data of
the MoNTIUM. Correctly scaling the fixed-point input data results in the situation that
the floating-point reference receiver and theNrium-based Rake receiver show equal
BER versusSNR performance.

The outputs of the experiments confirm the importance of a thorough understanding
of both hardware and algorithm. Mapping algorithms on theNwlium with knowledge
of the DSP algorithm results in an efficient implementation, with similar performance
compared to a floating-point implementation.

Comparing Rake receiver implementations mapped on different hardware architec-
tures in a fair way is problematic. The only way to compare a Rake receiver on different
hardware architectures is to map the same, identical receiver on different architectures.

General conclusions on the dynamic power consumption of the Rake receiver,
mapped on different hardware architectures, can be drawn based on comparing com-
mon functions of the different implementations. The dynamic power consumption of
Rake functionality implemented in an Application Specific Integrated Cir@8tq) is
about 3 to 7 times lower compared to theoMTIUM alternative. As expected, thesIC
implementation is more energy efficient than an implementation in reconfigurable hard-
ware, however, thasIC implementation is fixed and the functionality of th6IC cannot
be changed. The EINTIUM-based Rake receiver, on the other hand, is at least 10 times
more energy efficient than a Digital Signal Proces&msH implementation. The dy-
namic power consumption of the alternative Rake receiver implementations is derived
for 0.13m CMOStechnology for all hardware architectures.
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Chapter

Channel Decoding

This chapter deals with channel decoding for communication systems. The
Viterbi and Turbo channel decoding algorithms are studied because they
typically appear in a multi-standard wireless communication receiver.

The Viterbi decoder, an important Digital Signal ProcessinpSK) ker-

nel in Orthogonal Frequency Division Multiplexin@§¥DM) and Wideband
CDMA (WCDMA) receivers, is described in detail and mapped on the coarse-
grained reconfigurabl® oNTIUM architecture. Furthermore, the Turbo de-
coder is analyzed. Therefore, the Max-LidgP (MLM) decoder, an impor-
tantDSPkernel in the Turbo decoder, is described and mapped to the same
coarse-grained reconfigurabl oNTIUM architecture.

The Viterbi and Turbo decoder are used to illustrate the feasibility of de-
signing a multi-standard receiver based on a heterogeneous reconfigurable
System-on-ChipSpQ platform. General purpose, fine-grained reconfig-
urable and coarse-grained reconfigurable processing elements of the het-
erogeneous reconfigurabaCare used for implementing the multi-standard
receiver functions. The channel decoder functions are mainly performed on
coarse-grained processing elements.

Bottlenecks in the integration of de-interleavers in the multi-standard re-
ceiver are discussed. The investigation of these issues resulted in the pro-
posal of special memory architectures, which are to be integrated in the
heterogeneous reconfiguralgeC

Major parts of this chapter have been published in [P12, P14, P15, P20].
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6.1 Introduction

In the previous chapters, the baseband processing functions of Orthogonal Frequency
Division Multiplexing (OFDM) receivers (in Chaptet) and WidebandDMA (WCDMA)
receivers (in Chaptes) have been mapped on the heterogeneous reconfigurable System-
on-Chip 60Q architecture which contains coarse-grainedWtium processing tiles.

To implement adaptive multi-standard wireless communication receivers in heteroge-
neous reconfiguraboCarchitectures, these receivers need to support different channel
decoding strategies. Therefore, the template of the heterogeseGuas shown in Fig-

ure 3.3, is applied to illustrate the mapping of different channel decoding algorithms.
Section6.2discusses the basic principles of channel decoding.

The basic characteristics of the Viterbi algorithm are described in SegtBriur-
thermore, the Viterbi algorithm is mapped on theoMrium Tile ProcessorTP) in
Section6.3.4 This has been verified by means of Bit Error R&BER) performance
measurements in Secti@3.5

Another channel decoding approach, Turbo decoding, is discussed in Séetion
The basic decoder of the iterative Turbo decoding process is mapped orothe! iy
TPin Section6.4.4 Experiments on this mapping have been performed in Se6tibb

Interleaving and puncturing are generally performed as part of channel coding in
wireless communication systems. In Sect®b issues arising from interleaving and
puncturing in wireless communication standards are discussed.

The approach of implementing adaptive multi-standard wireless communication re-
ceivers capable of handling different channel decoding algorithms is summarized at the
end of this chapter in Sectidh6.

Section6.7 summarizes with conclusions on mapping channel decoding algorithms
on heterogeneous reconfiguraBleCarchitectures.

6.2 Channel decoding

Shannon has proven i®9] that it is possible to reliably send information over a com-
munication channel with a transmission rate, which is limited by the Shannon capacity
(or Shannon limit. The Shannon limit is the absolute limit, where no improvement on
the Bit Error Rate BER) can be made without increasing the energy per bit. Shannon
described this existence theorem, however, he did not give a solution to reliably send
information (i.e. Shannon gave aristence progf Many error correcting code schemes
have been proposed until now. Among others, convolutional codes are widely used in
communication systems as error correcting codes. These error correcting codes enable
reliable communication of information over a noisy, distorted communication channel by
adding redundant informatio®§].

A convolutional code is generated by passing the data through a finite state shift
register. The contents of the shift register (i.e. the state of the shift register) determines
the output code. So, the encoding of information can be represented with a state machine.
As an example, Figuré.1shows a convolutional encoder and its state machineratee
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of this encoder iR = 1/2 as one bit is encoded in two bits. Three different bit-values,
i.e. the current value and two old values, are used in this encoder to create the code.
Hence, theconstraint lengthof the encoder isc = 3. The encoder in Figuré.l is

called Non Systematic Convolutional$C) because the input data bits are not directly
connected to the output code bits.

(N ,C,
\L
input |
P :/"\ =C1
NN

Figure 6.1: Convolutional encoder (left) and its state machine (right).

A common representation of the encoder’s state is given by a trellis diagram. The
trellis diagram simply shows the progression of the state of the encoder for different
symbol times. Figuré.2 depicts part of the trellis for thRSC encoder of Figuré.1
The trellis shows for each time instant all possible states of the encoder, and all possible
state transitions.

The dotted lines in Figuré.2 denote the state transitions in casé \was present at
the input of theNSC encoder. The solid lines denote the state transitions in cAseas
present at the input of theSC encoder. Suppose the current state of the encod¥y is
and a0 is present at the input, then the new state of the encod¥rasd the generated
codeword at the output of the encode®@@ However, in case &is presented at the input
of the encoder, the new state of the encoddiOiand the generated codewordlit In
this way, all the source information is encoded.

Convolutional code decoding algorithms are used to estimate the encoded input
information, using a method that results in the minimum possible number of errors.
In [112 Viterbi originally described his maximum-likelihood sequence estimation al-
gorithm, commonly known as the Viterbi algorithm. The job of the channel decoder is to
estimate the path through the trellis that was followed by the encoder.

Turbo codes, a new family of convolutional codes were proposetidnl7]. Fig-
ure 6.3 depicts the basic building blocks of the Turbo encoder. The Turbo encoder con-
sists of two Recursive Systematic ConvolutiorR$() encoders and an interleavérif
Figure6.3). These codes are built using concatenation of R8¢ codes and their per-
formance is close to th8hannon limit The recursive codes have a feedback loop in the
convolutional encoder, which causes the state of the encoder to be dependent on the state
as well as on the input. One encoder receives the input data bits directly, while the second
encoder receives the input data bits in a shuffled way. The shuffling is performed by the
interleaver. The interleaver operates on input blocks of a fixed length which is specified

151



Chapter 6 — Channel Decoding

10 10

N N N N \ \
\ \ \ \ \
\ 0O \ 0O \ 0O \ 0O \ \
LY LY LY L AR AN
\ \ \ \ \ \
LE N LL N LL N LL N \ \
\ \ \ /A‘ /A‘ \
00 00 00 00 00 00

Ll

0l

10

00

9)ElS

Figure 6.2: Trellis diagram with 4 states.

9 q 14 € 4

abeig

152
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within a specific standard. The interleaver block size is specified between 40 and 5114
bits [1] for the Universal Mobile Telecommunications SystemiTS) standard.

decoded
—>S A

c S_|—’ SISO _|
RSC >

-1
| | |

[ L’ J

—| rRsC |—»C:

input

Y

Encoder Decoder

Figure 6.3: Turbo encoder (left) and decoder (right).

6.3 Viterbi decoder

Convolutional code decoding algorithms are used to estimate the encoded input informa-
tion, using a method that results in the minimum possible number of errorsl18h [
Viterbi originally described his maximum-likelihood sequence estimation algorithm,
commonly known as the Viterbi algorithm. The job of the decoder is to estimate the
path through the trellis that was followed by the encoder. Hence, at the receiver side
(i.e. the decoder) the same trellis has to be constructed as the one that was used at the
transmitter side (i.e. the encoder).

Note that in Figures.2, transitions from stat@0 to stateO0 and10 are possible as
well as from stat@1 to state00 and10. These four transitions form a so-callgderbi
butterfly. A generalized description of the Viterbi butterflies is given in Figure Them
in Figure6.4 denotes the time instant in the trellstdgein Figure6.2) and.S,, gives the
state of the encodestatein Figure6.2). The Viterbi algorithm performs all operations
on these butterflies.

The Viterbi algorithm can be divided in three parts: ttranch metric unit which
performs the branch metric calculation, thdd Compare Select univhich performs
the path metric updating, and tearvivor memory unjtwhich updates the survivor se-
guences. These parts are discussed in the following sections. FEduesplains the
three parts of the Viterbi algorithm using an example.

6.3.1 Branch metric calculation

Figure 6.4 shows the generalized Viterbi butterflies, which exist in a trellis. In each
butterfly four branches exist. The branches connecting to Statealways correspond
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to a0 as decoded output. The branches connecting to State;/» always correspond
to al as decoded output.

Si Sir

Si+1 S(+N)2
Figure 6.4: Generalized Viterbi butterfly.

All four branches in the butterfly have a particular codeword assigned. Dioirémgh
metric calculationthe Euclidean distance of the received codeword with the assigned
codeword is determined. THwanch metric unitdetermines all branch metrics in the
trellis. Branch metric calculation is performed on Viterbi butterflies. Hence, the Eu-
clidean distance corresponds to the branch metric. The branch metric keeps the score of
a certain hypothesis.

The Euclidean distance is calculated between the received codeword and the code-
word, which is assigned to the particular branch. The codeword length of for example a
rate R = 1/4 decoder is 4, resulting in the Euclidean distance:

v =lyo—col’ + y1 —e1]* + |y2 — c2o|* + yz — 3], (6.1)

wherey, depicts ther!” bit of the received codeword and depicts thex!” bit of the
assigned codeword to the branch.

6.3.2 Path metric updating

Two branches are connected to every output state of the butterfly (refer to Bigure
After the branch metrics are calculated, the path metric at the output states of the Viterbi
butterfly can be calculated. The path metrics at the output state are calculated by adding
the path metric at the input state and the corresponding branch metric. Hence, the path
metrics of two paths, both terminating in the same output state, are determined. The path
with the minimum path metric is selected as gevivor and the corresponding path
metric is assigned to the output state. The example in Figsehows that the branch
metrics of the branches have been calculated ingfigicture In themiddle pictureof
Figure6.5, the path metrics are determined using the path metrics of the input states and
the calculated branch metrics. In the middle picture it is shown that for both output states
the survivor origins from the lower input state. The path metrics of the survivors for both
output states arg+1=4 and3+2=5, respectively.

The path metric updatingpperation requires typically min() operation, selecting
the minimum of two values. Moreover, the originating stefedr S; 1, in Figure6.4)
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has to be determined, since this information is used dwsingivor sequence updating
That operation is known as Add Compare Selacs); the path metrics and the branch
metrics are added, the results are compared and the survivor is selected.

6.3.3 Survivor sequence updating

When the path metrics for the complete or truncated trellis are calculated, the decoded
output bit stream can be generated. Two approaches are often used to record survivor
branchesTracebackandRegister Exchanggtl, 90]. Basically, the difference between

the two approaches is the manner in which information about the survivors is stored
during the intermediate steps.

Traceback

The TracebacKiB) approach stores the survivor branch of each state. When the survivor
branch of each state is known, the survivor path through the trellis can be reconstructed.
Concatenation of decoded output bits in every stage in reversed order of time generates
the decoded output sequence of the survivor path through the trellis.

Register Exchange

The Register Exchang®E) approach stores the entire decoded output sequence for each
state during path metric updating. Therefore, in each stage of the trellis the decoded
output sequence is known and there is no need to traceback. Moreover, the decoded
output sequence can be generated at a high speed. The approach is not power efficient
due to frequently copying the decoded output sequence from one stage to the next stage.
Theright picturein Figure6.5 shows theRE approach. The decision bid or 1) at

the output states of the Viterbi butterfly is appended to the bit sequence of the survivor
(10111.

min(5+2,3+1)=

4 01010 101110

pd 1014 __ » 101111
min(5+1,3+2)=
Determine Update Generate
branch metric path metric bit sequence

Figure 6.5: The three parts of the Viterbi algorithnbranch metric calculatio(ieft picture),path
metric updatingdmiddle picture) andsurvivor sequence updatirfgght picture).
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@start:
// perform Viterbi algorithm for next 10 stages
for stage = 1:10
calculate branch metrics();
update path metrics();
append decision bit to bit sequence();
end;

// search the state with minimum path metric and
// look-up from RE contents the survivor sequence
search minimum path metric();

generate minimum survivor sequence();

goto @start;

Figure 6.6: Pseudo-code of the implemented Viterbi decoder mapped dvi therium.

6.3.4 Implementation

We implemented the Viterbi algorithm on the coarse-grained reconfigurablemm.
The mapping of the Viterbi algorithm on thedAiTium architecture is highly influenced
by the specifications of the reconfigurable hardware:

e survivor sequence updating is performed usingREeapproach, because bit se-
quences are stored more efficiently than individual bits in the coarse-grained
MONTIUM;

e separate memories for input and output states of the Viterbi butterfly are de-
fined because the memories in theoNirium are implemented with single port
SRAMs [54];

¢ in-place computationd(] is not performed, since consecutikesad andwrite op-
erations disorganize the regular behaviour of the memory operations. The non-
regularity results in additional Address Generation UABY) instructions and
memory decoder instructions.

The bit sequence estimation is performed in a regular pattern. Figéislhows a piece
of pseudo-code of the Viterbi implementation, mapped on tleNMum.

The implemented Viterbi decoder is universal in the sense that diffeateg R, and
different constraint lengthsk, can be handled. Commonly used rates of convolutional
codes in communication systems d&e= 1/4 (e.g.DAB andDRM), R = 1/3 (e.g.
UMTS) andR = 1/2 (e.g.UMTS andHiperLAN/2). Theconstraint lengthsn common
communication systems ate= 7 (e.g.DAB, DRM andHiperLAN/2) andk = 9 (e.g.
UMTS) [38, 37, 1, 36). Although our implementation can handle differeates and
constraint lengthsall examples of the Viterbi decoder in the remainder of this chapter are
illustrated by a convolutional code that is used in the Digital Audio Broadcadiag )
system B88].
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Branch metric unit

Thebranch metriaunit calculates the Euclidean distances between the received codeword
and the codewords, which are assigned to the transitions in the trellisr&ter = 1/4

code, the branch metrics are calculated accordingt).( The five Arithmetic Logic
Units (ALUS) in the MONTIUM are able to calculate the branch metric, based on five
coded bits, in one clock cycle, because eact calculates the distance of one code bit.

Therate, R, of the convolutional code has its impact on the branch metric calculation.
Therate of the Viterbi decoder can easily be adapted by changing the instructions of the
branch metriaunit in the MONTIUM. Because of the flexibility inside the ™ TIum, one
can easily choose to compute a branch metric based on 2, 3, 4 or 5 code bits in parallel.
After the branch metrics are calculated, the values are stored in the local registers of the
ALUs which can be used for thiedd Compare Seletask.

For each stage of the trellis, new branch metrics have to be calculated. ithe
system eight different branch metrics have to be computed, because only eight codewords
are assigned to state transitions in the trellisdeB®. The different codewords, which
exist in theDAB system, are stored in local memory of theMrium. One branch met-
ric, belonging to a codeword of 4-bits wide, is calculated in one clock cycle Aiyw/s.
Hence, per stage of the trellis one needs 8 clock cycles for branch metric calculation. The
calculated branch metrics are stored in local registers oltthes. These branch metrics
are directly used by thaCs unit.

Add Compare Select unit

In the Add Compare SelecACS unit, the path metrics at the output states of the Viterbi
butterfly are updated. Th&CsS operation is performed on the Viterbi butterflies. The
number of Viterbi butterflies in a trellis depends on tdwmstraint lengthk, of the con-
volutional code. The number of Viterbi butterflies is always equ%l t»*~1. Hence, the
Viterbi decoder in @AB system withconstraint lengtht = 7 has to handle 32 butter-

flies per stage of the trellis. So, the path metrics of 64 states have to be updated for that
system.

In each butterfly the path metrics of the four possible paths in the butterfly are cal-
culated. For each output state of the butterfly the path with the smallest path metric is
selected as the survivor. The values of the path metric at the output states are stored in
local memory and these values are used as input for the Viterbi butterflies in the next
stage of the trellis.

The add-compareoperation that has to be performed in the Viterbi butterflies can
easily be mapped on thedNTIuM Tile ProcessorTP). This requires only an addition
and amin() operation, selecting the minimum of two values.

The path metrics are not only updated in #@S unit, but the decoded bits at the
output states are also generated. For every upper state of the Viterbi butterfly 20
is generated as output bit and for every lower stég, v)/2, of the Viterbi butterfly &l

Lin generatz% codewords are assigned to state transitions in the trellis, but iRe=ncoder two codebits
are generated by the same generator polynor@&\ [
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is generated (refer to Figufe4). Moreover, the Viterbi decoder also has to know what
the surviving path in the butterfly is. In other words, the originating state of the surviving
path through the Viterbi butterfly has to be determined. This is a task sitleetpart in

the ACS unit.

In the MoONTIUM architecture, described ih4], the compare-selecbperation can
be performed by using conditional calls in the sequencer program of theTMM.
Drawback of this approach is that only oselectoperation can be performed at a time.

In the Viterbi butterfly twocompare-selecbperations have to be done; one for each
output state of the Viterbi butterfly.

The problem, which arises with tr@mpare-selecbperation, is that the operation
merges the data and the control path. Control-oriented functions are actually not part of
the MONTIUM algorithm domain. Since theompare-seleabperation is very important
in the Viterbi algorithm, we propose to add tbempare-seleabperation to theé\LUs of
the MONTIUM. This enables theompare-seleatperation to run independently from the
sequencer instructions. Consequently,dbmpare-seleaperation can run in parallel in
all 5 ALUs of the MONTIUM.

Conditional calls in the MNTIUM sequencer program are typically based on the sta-
tus bit SB) feedback information, which comes from tAeUs. TheSB information is
created ifevel 1of the ALU, as described in Sectidh5.1 To implement theompare-
selectoperation in hardware, th&B information should be used as a control to create
a conditional multiplexer. Figur6.7 shows a schematic overview of tA€S operation
supported in hardware by thedAiTium. The multiplexer in Figurd.7 can be config-
ured to select its input source based on the proviggdontrol signal. TheSB signal
is schematically shown in Figui®7 by dotted signal lines. The dotted lines represent
the SB information from the function units. A condition check on t8B information
generates the control signal for the conditional multiplexdewel 2of the ALU. As an
example, the data out d@inction unit 3or function unit 4can be selected based on the
value of theSB. The SB information is generated as result of e.gza@npareoperation,
which is performed in one of the function units.

Thecompare-seledunctionality can be added to thedAiTium with a minor change
in the existing architecture. As a result of this minor change in the architecture a larger
coverage of the wireless communication domain is obtained. Baseband and channel
coding algorithms of different wireless communication standards can now be performed
on the same coarse-grained reconfigurabtenviium architecture.

With the ACS hardware support implemented in theu of the MONTIUM multiple
ACS operations can be performed in parallel. In each Viterbi butterfly, A@8 oper-
ations have to be performed in parallel; oneS operation for each output state of the
Viterbi butterfly.

Memory unit

For the Viterbi algorithm two kinds of information need to be stored. Firstly,ptu
metricof each state in the trellis has to be stored. Secondlydélceded bit sequender
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Figure 6.7: Schematic overview of oiMONTIUM ALU with hardwareACSsupport.

each state in the trellis has to be stored.d@ these kinds of information are referred to
asscoresandhypothesegespectively.

The memory organization is a main bottleneck in the design of the Viterbi decoder.
The Viterbi butterfly, as shown in Figug4, requires two path metrics as input and
produces two path metrics as output. Moreover, the decoded bit sequence is generated
for the two output states. In addition, when tRE approach is applied for survivor
sequence updating, the decoded bit sequences of the input states of the Viterbi butterfly
are also required as an input.

Path metrics Since many values have to be read and written instantaneously, we chose
to read the input information from two separate memories and to write the results back to
another pair of memories. So, one pair of memories acts as input producer and another
pair of memories acts as output consumer. The functions of the memory pairs are inter-
changed in the next stage of the trellis. The Viterbi implementation on tbeivum
uses in total four local memories in order to store all path metrics; two memories store the
old path metrics and two store the new path metrighis implementation with separate
input and output memories strikes with the ideasd@][where in-place computation is
proposed.

For the MoNTIUM architecture, and for coarse-grained reconfigurable hardware in
general, one looks for highly regular processing patterns in the algorithms that have to
be mapped on the target architecture. The in-place comput&@miinimizes the re-

2 The Fast Fourier TransfornF¥T) butterflies are mapped on thedwWTium in a similar manner.
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quired memory size, but the organization of the memory addressing becomes irregular
for different stages in the trellis. Consequently, many memory addressing instructions
are required to map the in-place computation on theNvlium. Furthermore, many lo-

cal memories are already available in theMrium, which yields enormous memory
bandwidth and eliminates the need for in-place computation. The local memories in-
side the MONTIUM are implemented with single pasRAMs, which makes the in-place
computation approach also less attractive.

Survivor sequences The other kind of information, the survivor sequences, are stored

in memory using th&E approach. Th&E approach for storing the survivor sequences

is applied, because bit sequences can be stored more efficiently than single bits, as the
data path of the MNTIUM is 16-bits wide.

The length of the survivor sequence depends omldugsion deptlused in the Viterbi
decoder. Theecision deptlindicates how many states in the trellis have to be considered
before all minimum survivor paths have merged to the same decoded output. This means
that a delay exists between path updating and generating the decoded output bits: The
path metrics are updated for the current stage of the trellis. For this stage the minimum
path metric is determined and, accordingly, the minimum survivor sequence is selected.
The final decoded output bits are the bits in the minimum survivor sequence that belong
to the stage in the trellis that occurred a numbedexdision deptistages earlier than the
current stage. Hence, the delay between path metric updating and decision bit output
is decision depthrellis stages. As a rule of thumb,decision depthof five times the
constraint lengths in practice sufficient. When puncturing is applied to the convolutional
code, thedecision deptlibecomes largerl[17].

Since the survivor sequences can only be stored in sequences of at most 16 bits in the
MONTIUM, the entire survivor sequence should be stored in multiple memory addresses
when thedecision depttof the Viterbi decoder is larger than 16. The advantage of such
an approach is that we do not need to handle all the bits of the survivor sequence (i.e.
loading and storing the entire survivor sequence during survivor sequence updating). By
using memory pointers only the last part of the survivor sequence has to be dealt with.

Figure 6.8 gives an overview of the memory organization of & contents in the
MONTIUM memory. In one memory address, part of the survivor sequence is stored
together with a pointer value. The pointer value directs to the memory location containing
the remaining part of the survivor sequence. ForDA8 system the memory pointers
are 6-bits wide, so 10 bits in the memory are available to store the decision bits.

In the example of Figuré.8the Viterbi algorithm processes 10 stages of the trellis
during onephaseof the RE survivor sequence updating process. A memory block of 64
addresses has been allocated for gawsen case ofDAB. These 64 memory locations
are used to store the 10 bits of tRE survivor sequences belonging to the 64 correspond-
ing states. The survivor sequences are appended by 1 bit for each stage of the trellis. Once
the survivor sequence is 10 bits long, a new block of memory is allocated. Every block
of 64 memory locations is assigned tplaasein the RE survivor sequence updating pro-
cess. The example in FiguBe8 shows that the survivor sequence gitsasess stored in
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Figure 6.8: Schematic overview of tHRE memory organization implemented with pointers.

the memory. Hence, in total 30 stages of the trellis have been processed. In the example
the survivor ofState thas been selected as minimum survivor. Thus, the decoder assigns
0010110111 1001011001 1010101@&be the minimum survivor sequence.

However, not the entire minimum survivor sequence is used for generating the de-
coded output bits. Theecision deptiparameter of the Viterbi decoder determines which
part of the minimum survivor sequence is used to generate the decoded output bits. When
the decision depth is set ) and the minimum survivor sequence in Fig6t8is used,
the Viterbi decoder outputs the sequef®d011011%ks decoded bits during the current
phase of th&kE survivor sequence updating process.

The survivor sequences are stored using the same approach as the path metrics. The
survivor sequences of the input states and the output states are stored in separate pairs
of memory. Thus, totally four memories in thedwWTium are used to store all survivor
sequences in the trellis. Consequently, eight of the ten local memories are employed to
store all kinds of information in the Viterbi decoder.
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Mapping on the MONTIUM

Figure6.9shows the mapping of the main loop for Viterbi butterfly operations, using the
ALUSs with ACS support: the mapping only shows thath metric updating@ndsurvivor
sequence updatingHence, the branch metrics have already been calculated and are
temporarily stored in the local registers (i.e. register bahkadC) of ALU1 andALU 3.

The path metrics are updated usidgu1l andALU3. ALU5 appends one decision bit
position to the survivor sequences of the two input states by shifting the entire survivor
sequence one position to the left. Register baBlkend D of ALUS already keep the
number of bits that have to be shifted (ikin this case).ALU2 andALU4 select the
minimum survivor sequence using the conditional multiplexer based on the information
from thepath metric updatingrrocess irALU 1 andALU 3, respectivelyALU 2 generates

the survivor sequence and decision bithat is associated with the upper state of the
Viterbi butterfly (refer to Figuré.4). ALU4 generates the survivor sequence and decision
bit 1 for the lower state of the Viterbi butterfly.

The path metrics associated with the states are stored in MEM1, MEM2 and MEMS5,
MEM®6. One memory pair stores the old state metrics (i.e. the input states of the Viterbi
butterfly) while the other memory pair stores the new state metrics (i.e. the output states
of the Viterbi butterfly). The survivor sequences are stored in the memory pairs MEM3,
MEM4 and MEM7, MEMS8. The mapping in Figur@.9 uses MEM10 to store the en-
coded bit sequence. These encoded bits are the input for the Viterbi decoder and are used
to calculate the branch metrics.

The Viterbi decoder in Figuré.9 uses the block communication principle but can
easily be modified to streaming communication. In the streaming alternative, the encoded
input bits are not temporarily stored in memory but directly streamed via the global
busses into the registers of tAeUs.

Note that thepath metric updatingand survivor sequence updatingrocesses are
pipelined: a decision on the origin of a survivor is made based on the result pathe
metric updating

Configuration The total configuration size of the dTIUM Viterbi implementation is
1356 bytes. This configuration can be written in theoMTIUM’s configuration memory
in 6.78 s when the configuration clock frequency is 100H z.

Once the MONTIUM is configured as Viterbi decoder, only partial reconfiguration has
to be performed to adjust tlomnstraint lengthdecision deptlor rate.

The constraint length defines the number of states in the trellis. Hence, the mem-
ory organization in the MNTIUM is influenced by changing the constraint length (e.qg.
reconfiguring theAGU instructions). Adjusting the rate of the Viterbi decoder directly
influences the branch metric calculation. Thaisy instructions have to be reconfigured
when branch metrics for another code rate have to be computed. The decision depth of
the Viterbi decoder defines the number of stages that have to be processed before any
decoded bit is generated. So, the decision depth directly defines the huriipludses
(Figure6.8) that need to be stored in thedWiTium memories. The part of the NTIUM
sequencer program that is responsible for look-up of the decision bit sequencein the
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Table 6.1: Cycle-count of the Viterbi decoder mapped onbheNTiuM for DAB.

Branch metric Path metric Survivor decision
calculation updating look-up
[cycles/stage] [cycles/stage] [cycles/look-up]
DAB decoder
d=50,k=7,R=1/4 8 34 50
general decoder
d kR 271 2k=2 1 2 2k’2+3+ﬁ2_1)~3

d = decision depth, k = constraint length, R = rate

contents needs to be reconfigured (i.e. changing the number of look-up iterations) when
the decision depth is modified.

Especially thedecision deptldepends heavily on the conditions of the wireless chan-
nel. Thus, adjusting thdecision deptltan be typically performed at run-time via dy-
namic reconfiguration.

Throughput The number of clock cycles required for Viterbi decoding mapped on the
MONTIUM are summarized in Tabe1l The number of clock cycles for branch metric
calculation and path metric updating are given per stage of the trellis. In the implemented
Viterbi decoder, which complies with tHeAB standard, always 10 bits are generated
during the survivor decision phase.

Whenever 10 stages of the trellis have been processed, the Viterbi decoder decides
on the decoded bit sequences of the foregoing stages. Hence, after processing 10 stages
of the trellis (referred to aphasein Figure6.8), the Viterbi decoder has to search for
the bit sequence of the path with the minimum path metric. This procedure first requires
a search operation through the 64 path metrics, looking for the minimum path metric,
and costs 35 additional clock cycles. The look-up operation irRtheontents using the
memory pointer approach requires 15 additional clock cycles.

Thus, 10 decision bits are generatedinx (8 + 34) + 50 = 470 clock cycles. On
average 47 clock cycles are required to decode one output bit. The output rat®asBthe
Viterbi decoder implemented on thedWiTium is 2.1 Mbps when the clock frequency
of the MONTIUM is 100M H z. This rate is sufficient fobAB, which requires an output
rate of 1.8Mbps.

The number of clock cycles that are needed for the Viterbi decoder mapped on the
MONTIUM in the general case wittonstraint lengthk, rate, R, anddecision depthd,
are also included in Table. 1

Energy consumption The normalized power consumption of theoMTiuM during
Viterbi decoding is 0.309nW/M H =, which indicates that the consumed energy per
clock cycle is 309.J. Using the results from Tablkg.1 we known that théAB Viterbi
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6.3 — Viterbi decoder

Table 6.2: Energy/technology comparison of different Viterbi decoder implementations.

Energy consumptiond.J/bit] CMOStechnology fim]

ASIC 1.2 130
MONTIUM 15 130
ARM9 5000 130

decoder uses on average 47 clock cycles per bit decision. Hence, the energy consumption
of the implemented Viterbi decoder, mapped on theNdtiuMm, is 14.5n.J/bit.

Energy estimations of the Viterbi algorithm implemented on General Purpose
Processors@Prs) were reported ind1]. Estimates of the energy consumption are given
for a DAB Viterbi decoder in theARM9 architecture. From simulations we conclude
that the energy consumption of the Viterbi decoder implemented oARMS is about
5 uJ/bit. Moreover, theARM9 does not have enough processing power to deliver an
output rate of 1.8/bps for DAB.

Among others, a hardwired Viterbi decoder f@&B was implemented in an Appli-
cation Specific Integrated Circuip$IC) by Atmel. From discussions with developers
from Atmel we know that their implementation of the Viterbi decoder uses abotit8
in 0.21 pm technology with an output rate af8 Mbps. The average energy consump-
tion of their implementation is about4 nJ/bit. When we scale their implementation
to 0.13um technology, the decoder will use ab&2 mWW. Hence, the average energy
consumption will be abouit.2 n.J/bit.

Table 6.2 summarizes the energy consumption of the different Viterbi decoder
implementations. Detailed information on the power estimation experiments of the
MoNTIUM-based Viterbi decoder is given in Appendix

6.3.5 \Verification

The functional behaviour of the implemented Viterbi decoder has been verified by means
of hardware / software co-simulations. Figdr&7shows the co-simulation environment
with MATLAB [71] and MoDELSIM [73], which has been used for functional simula-
tions. The functionality of the Viterbi decoder mapped on theNtium TP has been
verified against a reference implementation of the decoder implementegtinAd .

We simulated a floating-point Viterbi decoder inAVLAB that is used as a reference
decoder to compare the decoding accuracy. The reference implementation is compared
against therE approach Viterbi decoder, which has been mapped on thea VUM TP.

The performance of the Viterbi decoder is expressedHR of the encoded data (i.e.
the information to be decoded, the Viterbi decoder input) versuBHiReof the decoded
data (i.e. the Viterbi decoder output). The Viterbi decoder has been evaluatedAgith
settings. Hencel,0 000 encoded bits are simulated, resultin@iB00 decoded bits. The
Viterbi decoders were both configured fodecision depthd = 64. All simulations that
are reported in this section are performed with mentioned settings.
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Figure 6.10: TheBERperformance of th&MATLAB reference Viterbi decoder and the applied
approach Viterbi decoder.
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Viterbi decoder performance (active region)
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Figure 6.11: TheBERperformance in the active region of theATLAB reference Viterbi decoder
and the appliedRkE approach Viterbi decoder.

Figure6.10shows the performance of both the reference Viterbi decoder arrithe
approach Viterbi decoder, which is mapped on theNtium TP. The graph shows the
BER of the Viterbi output (on the-axig versus theBER of the Viterbi input (on thex-
axig). All individual simulation points are depicted in Figudel0 The reference Viterbi
decoder and the ®INTIUM-based Viterbi decoder show equal average performance in
terms ofBER.

The graph in Figures.10 shows the decoding capabilities of the Viterbi decoder.
The Viterbi decoder is capable to reduce the number of bit errors wheBERef the
encoded input data is less tha22. This active region of the Viterbi decoder is depicted
in Figure6.11

For better comparison of the decoding capabilities of both the reference Viterbi de-
coder and th&kE approach Viterbi decoder, Figufel2 compares the decod&ER of
theRE approach Viterbi decoder (on tlyeaxig against the decodeRER of the reference
Viterbi decoder (on th&-axig. On average both implementations show similar decoding
performance.

167



Chapter 6 — Channel Decoding
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Figure 6.12: TheBERperformance of th&lATLAB reference Viterbi decoder versus the applied
RE approach Viterbi decoder.

6.4 Turbo decoder

Turbo codes, which are more formally known as parallel-concatenated Recursive Sys-
tematic ConvolutionalRSC) codes, were first proposed by Berrou Y[ and [16]. The

basic idea of Turbo error correcting codes is to include redundant information in series
of bits (i.e. parity information). The redundant information (i.e. parity information) is
generated by theSCencoder blocks in the Turbo encoder (Fig6r8). The interleaver

in the Turbo encoder ensures that the parity information is spread over the entire mes-
sage. The interleaver should reorder the parity information in such a way, that the new
sequence is uncorrelated with the original sequence as much as possible to maximize the
transmitted information over a noisy channel.

Decoding of Turbo codes is performed in an iterative way. The Turbo decoder con-
sists of a de-interleaver (identified witlr*) and two decoder blocks, as depicted in Fig-
ure6.3. Those decoder blocks are mostly referred to as Soft-Input-Soft-OBBo)(
decoders. EacBiSOdecoder estimates the Log-Likelihood RatiaR), which denotes
the logarithm of the probability that &is transmitted divided by the probability that a
0is transmitted based on its input signals. The input signals o$itb@decoder are the
parity inputandsystematic inpytwhich is also called thatrinsic information and the
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6.4 — Turbo decoder

feedback information derived by the previgsiSOdecoder, which is called thextrinsic
information The systematic input and parity input are labelled in FighBeas.S and
C,, respectively.Intrinsic informationdenotes the information that is delivered to the
decoder by the channel, wheraagrinsic informationis obtained by the decoding pro-
cess. Each iteration of Turbo decoding adds extra informatiorgxtansic information

to make a better decision on the decoded bit stream.

The SISO decoders in the Turbo decoder can be implemented using several algo-
rithms [95]. The LogMAP algorithm is the best performing algorithm for a Turbo
decodingSISQ This algorithm is, however, very computationally intensive because a
large number of logarithms and exponents have to be calculated. We mapped the sim-
plified version of the LogWAP algorithm, the Max-LogWAP (MLM) algorithm, on the
MONTIUM. TheMLM algorithm uses only additions and maximum operations. This
algorithm has a regular, optimized structure and achieves near-otRral

The MLM algorithm consists of three processing phadesward recursion back-
ward recursionandLLR calculation The information from the forward and backward
recursion are used to estimate the® information. Because theLR calculation can be
done while the backward recursion is performed, the backward estimations do not need
to be stored in memory. However, all the forward estimations have to be stored in mem-
ory. Hence, in order to be compliant with the Third Generat&®) UMTS standard, at
most5114 x 8 forward estimates have to be stored for full block length. The required
memory to store the forward estimates can be reduced by applyirgjidieg window
approach 29]. This approach divides a block of information into smaller block#-
dows on which the algorithm is applied. The number of forward estimates that need to
be stored is now equal to the window length.

6.4.1 Branch metric calculation

In the forward recursion, a branch metric is computed for each possible state transition
in the trellis. The branch metrig; ;[k|, of the transition from statéto statej at timek
is:

vij k] = Sij[k] - Lk — 1] + Q5 k] - Plk — 1], (6.2)

wheresS;;[k] is the data bit and);;[£] is the parity bit associated with a transition from
statei to statej at timek. L[k — 1] denotes the intrinsic input, anB[k — 1] gives

the parity input. Théntrinsic input consists of the systematic bits and the feedback
information (i.e.extrinsic informatiof generated by earlieSISOdecoding iterations.

6.4.2 Forward and backward recursion

The operations of@.3) and 6.4) are performed on Viterbi butterflies, which can gener-
ally be identified in the trellis of convolutional codes. The generalized Viterbi butterfly
notation used inQ.2), (6.3), (6.4) and 6.5) is shown in Figuré.13 (6.3) and 6.4) show

the formulas to calculate the forward and backward state metrics, respectively. During
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Aji[k+1]
Bijilk+1]

Ajzlk+1]
Bizjk+1]

Figure 6.13: Generalized Viterbi butterfly with notation used §32), (6.3), (6.4) and 6.5).

forward recursion the trellis is read in forward direction, while during backward recur-
sion the trellis is read in the opposite directiof, [k] denotes the forward state metric
of statex at timek, and B, [k] identifies the backward state metric of statat timek:

Ajlk] = max(Ay, [k = 1] + iy (K], Aiy [k = 1] + 70,5 [K]), (6.3)

Bilk] = max(Bj, [k + 1] + 7ijy [k + 1], By [k + 1] 4 7355 [k 4+ 1]) (6.4)

6.4.3 Log-Likelihood Ratio calculation

TheLLR calculation is performed immediately after the backward recursion. LLRe
calculation is done according to:

Al = max (Ai[k] + Bj[k + 1] + 5 [k])

—  max (A;[k] + Bk + 1] + i [k])

2¥)

(6.5)

S’ij [k]:O

For each transition associated with a systemhtithe forward state metriof the orig-
inating state is added with theackward state metriof the destination state and the
branch metricof the transition. For each transition associated with a systeridtie
same operations are performed.

The LLR represents the likelihood of the decoded bit being eith@rositive LLR)
or 0 (negativeLLR). By subtracting the originahtrinsic information L[k — 1], from
theLLR, A[k], theextrinsic informatiorcan be obtained. Thisxtrinsic informatioradds
extra information to make a better decision on the decoded bit stream exftiesic
informationcan be used by th&SOin the next Turbo iteration.
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@start:
// perform MLM forward recursion
for stage = l:cycles
calculate forward metrics();
end;
normalize forward metrics();

// perform MLM backward recursion and LLR
for stage = cycles:1
calculate backward metrics();
calculate LLR();
end;
normalize backward metrics();

goto @start;

Figure 6.14: Pseudo-code of the Max-LagAP algorithm mapped on thBlONTIUM.

6.4.4 Implementation of Max-LogMAP

The operations to be performed for the calculation68), (6.4) and 6.5) can be done

in a very regular way. So, these operations are suitable to be mapped orotime b
architecture. Th&iLM calculations are done in a regular fashion and are structured in
the MONTIUM using loops. Figuré.14shows the program flow of thdLM algorithm

in pseudo-code, which is mapped on theMrium.

Mapping on the MONTIUM

In the MONTIUM mapping of theMLM algorithm, all branch metrics are calculated ex-
plicitly. So, the forward metrics4,[k|, are calculated by evaluating.@) and 6.3) with
given systematicS;;[k], and parity,Q;;[k], information that is generated for a given
Turbo encoder. Hence, the forward recursiomiplicitly determined in the MNTIUM

in the following manner:

Aolk +1] = max(Aolk], A1[k] + L[k] + P
A1k +1] = max(As[k] + L[k], A3[k] + P
As[k+1] = max(Ay[k] + P[k], As[k] + L
Aslk+1] = max(Aglk] + L[k] + P[k], Ay
Aylk +1] = max(Aglk] + L[k] + P[k], Ay
Aslk+1] = max(Aq[k] + P[k], Aslk] + L
Aglk +1] = max(Ay[k] + L[k], As[k] + P
A7k +1] = max(Aglk], A7[k] + L[k] + P
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Calculating the forward recursion takes only two clock cycles per decision bit, because
four max()operations can be performed on theNIirium in parallel. The operations are
scheduled on thaLUs of the MONTIUM in such a way that the input state metrics, i.e.
A;[k] and B;[k], do not have to be moved twice. Henck[k + 1] and A4[k + 1] are
calculated on the sam®&L U in consecutive clock cycles. The mapping of the forward
recursion on the MNTIUM TP is shown in Figure.15and6.16 The forward state
metrics, Ao [k] to A7[k], are stored in the memories MEM1 to MEMS, respectively. The
operations in Figuré.15and6.16are performed consecutively in a loop until the entire
forward recursion is completed. Thus; [k+1] is calculated in Figuré.15and A4 [k+1]
in Figure6.16 The forward recursion is controlled bysaft counterthat is updated in
ALUS5 (in Figure6.15).

The backward recursion can be performed in the same way, only the trellis has to be
read in reverse direction:

Bolk —1] = max(Bolk], Bslk] + L[k — 1] + P[k — 1))
Bylk —1] = max(B[k] + L[k — 1], B5[k] + P[k — 1])
Bulk —1] = max(Bs[k] + Plk — 1], Bg[k] + L[k — 1])
Bglk —1] = max(Bs[k] + L[k — 1] + Pk — 1], B7[k])
Bilk—1] = max(Bo[k] + L[k — 1] + P[k — 1], Ba[k])
Bslk —1] = max(Bi[k] + Pk — 1], Bs[k] + L[k — 1])
Bslk —1] = max(Bz[k] + L[k — 1], Bg[k] + P[k — 1])
Brlk —1] = max(Bsk], B7[k] + L[k — 1] + P[k — 1])

The operations of the backward recursion are scheduled in a similar way as the forward
recursion;By[k — 1] and By [k — 1] are calculated on the sameuU in consecutive clock
cycles. The operations of the backward recursion have been mapped orotme
TP as depicted in Figuré.17and6.18

Actually, the backward recursion operations are combined withltRecalculations.
Thebackward recursiormnd theLLR operationsfor one stage of the trellis are combined,
as thebackward state metridsave not to be stored in the memory of th@Nirium. The
LLR, as defined ing.5), is explicitly calculated in the MNTIUM by a set of calculations.
The LLR for one stage of the trellis is calculated on theNrium in 4 clock cycles.
Hence, the operations mapped on thewrium in Figure6.17 and6.18 are the first
two clock cycles of the combineoblckward recursiorandLLR calculation Those two
clock cycles, in which thbackward state metricare calculated, are followed by 4 clock
cycles performing theLR operations. The set of combined backward recursiornLaRd
operations is controlled bysoft countetthat is updated iLUS5 (in Figure6.18).

Figure6.15 6.16and Figure6.17, 6.18show that identicahLU operations are ap-
plied in bothforward recursionandbackward recursionrespectively. The input values
of theMLM decoder, i.e. the systematic and parity informatibfi:{ and P[k]), are read
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from MEM9 and MEM10 during the forward recursion. TheR result,\[k], after back-
ward recursion antdLR calculation is finally stored in MEM9 of the BINTIUM.

TheMLM algorithm is relatively regular, but several different combinations of data
are needed for the calculations. During forward and backward recursion, alternating
register locations and memories are used in consecutive clock cycles. Thus, the register
allocation and global bus allocation, as seen in Figui&through6.18 need to be done
carefully and is demanding for ®NTIUuM decoder instructions.

Input scaling and normalization The numeric range and frequency of normalization
obviously control how soon the values of thiate metricsvill saturate. Saturation might
remove the difference between state metrics and make decoding impossible. Therefore,
normalization is applied every few recursion steps. Another important choice is, obvi-
ously, the scaling factor that is applied on the input values ofthid algorithm.

From an energy point-of-view, normalization should not happen too frequently, since
extra clock cycles are spent during the normalization phase ofttive algorithm on the
MoNTIUM. Furthermore, normalization causes data lines to change their value exten-
sively. Hence, in the 2-complement system, the slightest fluctuation around zero causes
the binary representation to jump from adlrosto all ones

Throughput The Turbo codes used in théMTS communication system hawon-
straint lengthk = 4, which means that 8 states exist in the trellis of the Turbo code.
Hence, 8 forward recursion operations and 8 backward recursion operations have to be
performed consecutively for each time instant of the trellis (within estalyein Fig-
ure6.2). The existence of multiple parallaLus and memories in the NTIUM pro-
vides resources to calculate the forward and backward recursion in 4 clock cycles for one
time instant (oistagg of the trellis.

Immediately after the calculation of the backward state metrics|tiReis calcu-
lated. TheLLR calculation in the MONTIUM is performed in 4 clock cycles per time
instant gtageg of the trellis. Consequently, 8 clock cycles are required to applyihe
algorithm for one time instanstageg of the trellis.

Due to the limited size of the local memories in theNIiTium, the maximum block
sizes that can be used for Turbo decoding is limited. However, the limited memory
in the MONTIUM is not problematic when using the already mentioskding window
approach29].

The maximum channel data rate of th®TS communication system is 1.9% bps,
which means that the maximum decoded data rate after Turbo decoding is640
since therateis R = 1/3. Hence, 640:bps of data needs to be decoded by the Turbo
decoder. To perform Turbo decoding with 10 iterations, theNwlium needs to run at a
clock speed of about 100/ H 2°.

3 TheMLM algorithm is applied twice during one Turbo decoding iteration, i.e. for the inner and the outer
decoder. This means that totaflyx 20 x 640 - 103 = 102.4 - 10° clock cycles per second are needed by
the MoNTIUM to perform 10 Turbo decoding iterations. Notice that we have not considered the interleaving
process between the inner and the outer decoder.
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Configuration The total configuration size of the 8NTIUM MLM implementation is
1262 bytes. This configuration is stored in the configuration memory of tieesMum
TPin 6.36 us when the configuration clock frequency is 100H z. Mapping theMLM
algorithm on the MONTIUM TP showed that especially the register allocation and global
bus allocation need considerable attention. The mapping afithe algorithm fits in

the configuration space of theddiTium, however, all instructions in the decoders of the
register fabric and the decoders of the buses are fully used.

6.4.5 \Verification

TheMLM algorithm mapped on the BNTIUM has been verified in the context of a com-
plete Turbo decoder. The performance of the mapped algorithm on the MONTIUM

is compared with a Log4AP decoder and &LM decoder using floating-point arith-
metic. From P5] is known that theMLM algorithm achieves near-optimaER perfor-
mance. It is expected that the LogaP decoder performs best in terms of Bit Error
Rate BER).

The verification process is based on a framework for simulation that was developed
in the context of research on Turbo codes. This simulation framework developed by
Wu [120 was extended and integrated in the hardware / software co-simulation frame-
work of Figure4.17. The extended and integrated simulation framework provides de-
coding functionality for three different Turbo decodeinisog-MAP decoder floating-
point MLM decoderand MoNTIUM-basedMLM decoder Because of extremely long
simulation cycles for the MNTIUM-basedMLM decoder, theMLM decoder has been
modelled in MATLAB with the appropriate quantization and saturation properties of the
MONTIUM?,

We have determined the performance of the implememel algorithm on the
MONTIUM TPin terms ofBER versus Signal-to-Noise Rati8 IR). Using the simulation
framework we have simulated frameslaf00 decoded information bits. The information
bits were Turbo encoded with the Turbo code that is specified iDMES standard {].
Decoding of the encoded data, which was distorted with Additive White Gaussian Noise
(AWGN), was done until all three Turbo decoder implementationsl{(og-MAP, floating-
point MLM and MoNTIUM-basedMLM) had decoded the bit sequence with a maximum
of 10 iterations. Frames were continuously decoded for a cestdiRpoint until a total of
25 frame errors had occurred with thedWTiuM-based Turbo decoder implementation.
This simulation process was repeatetimes for everySNR setting.

The resulting Frame Error RateER) of the Turbo decoder implementations has been
depicted in Figuré.19 TheFER performance of the Turbo decoders has been included
to justify the number of decoded bits that have been simulated to generate the graphs of

4 The MoNTIUM-basedMLM decoder has been modelled inaWLAB. The MATLAB model was verified
against MONTIUM hardware simulations for extreme cases. For this verification both typical Turbo code
values and extreme random values were used. The simulation results for botAthesvisimulation and
the MoNTIUM hardware simulation werexactlythe same under these extreme conditions. Hence, we may
conclude that the MrLAB model of the MONTIUM-basedvLM algorithm can be used to measure HER
performance of the MNTIUM implementation.
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Figure6.20 Every simulated frame contain€)00 decoded bits, and simulations for a
certainSNR setting are done until5 frames are received with errors. The total number
of simulated frames can be derived from tHeR as given in Figuré.19 Hence, the
justification of the total number of simulated bits turns out directly fromREB, since
the number of bits per frame is constant as well as the number of erroneous frames.
For instance in case of a®NR of 2.0 dB the FER equals10~2 and since 25 frames
are decoded erroneously, the total number of simulated frame adds~uR%o 103.
Accordingly, ~ 25 - 105 bits have been decoded during simulation of 8NR point to
generate thEER andBER results that are depicted in Figusel9and6.20

Figure6.20depicts theBER results of the simulations, as described above. All simu-
lation results of thé independent simulation times are depicted in FiguB®as separate
simulation points. The performance of all three different Turbo decoder implementa-
tions, i.e. based ohog-MAP, floating-pointMLM and MONTIUM-basedMLM, is given
in the BER versusSNR plot. The averag8ER versusSNR performance of 5 simulation
iterations is also given in Figui& 20

The LogMAP decoder has been depicted to illustrate the optirB&@R performance.
As expected from95], the LogMAP decoder shows the beBER versusSNRsimulation
results. The MNTIUM implementation of thé/LM decoder shows equal performance
as the floating-poinMLM decoder. Furthermore, the results show that the decoding
performance of the LogtAP andMLM decoder converge to equal value in case of large
SNR

For better comparison of the decoding capabilities of both the floating-ptikt
algorithm and the MNTIUM-basedVLM algorithm, Figures.21compares th8ER after
Turbo decoding using the floating-poiMt.M algorithm (on they-axi§ against theBER
after Turbo decoding using the thedWTiuM-basedvLM algorithm (on thec-axig. On
average both implementations show similar decoding performance.

6.5 De-interleaving and de-puncturing

Channel coding comes normally together with interleaving and puncturinghapte#

and>5 the basic building blocks of common Orthogonal Frequency Division Multiplexing
(OFDM) and WidebandCDMA (WCDMA) communication systems were already identi-
fied. MostOFDM standards apply block interleavers, all with different sizes. The size of
the interleavers can even vary within one standard, since different mo@&oiv stan-

dards have been defined for different channel characteristics (e.g. interleaving is applied
on 1 or 50FDM symbols in the Digital Radio Mondial®RM) standard).

Interleaving in communication systems denotes a way to arrange data in a particular
way to protect against burst errors and to improve the performance of data transmission.
Interleaving can be performed either on bits or@aM symbols (i.e. sub-carriers). De-
interleaving is not a computationally intensive process, but rather a memory intensive

5 De-interleaving and de-puncturing are considered in this section because these are important operations
involved in channel decoding.
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N Reference vs. Montium Turbo decoder performance
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Figure 6.21: TheBERperformance of th&loNnTIuM-basedvLM Turbo decoder versus the
floating-pointMLM Turbo decoder.

process with regular semi-random memory access patterns. The interleaving patterns
have been investigated foliperLAN/2, DAB andDRM in Chapter4.

In theHiperLAN/2 [36] communication system all de-interleaving operations are per-
formed on bits. All encoded bits iHiperLAN/2 are interleaved by a block interleaver,
which has a block size equal to the number of bits in a siggiemM symbol.

In the DAB [38] receiver frequency de-interleaving is applied on the sub-carriers of
oneOFDM symbol. Hence, the block size of tib&B frequency de-interleaver is equal
to theOFDM symbol size. Frequency de-interleaving is performed on eQ€M sym-
bol. Interleaving on sub-carriers is applied to ensure that adjagesksymbols are not
mapped to adjacent sub-carriers and to combat frequency-selective fading effects. Fur-
thermore, time de-interleaving is applied in ttwB receiver to combat burst errors. Time
interleaving is applied ilDAB on all encoded bits of the Main Service Channas().

The time interleaving rules iDAB are defined according to Tablel3 Time interleaving
and, therefore, also de-interleaving are applied over 16 logical frames with each frame
containingb5 296 coded bits.

In the DRM [37] receiver also two kinds of de-interleavers have been identified. The
time de-interleaver irbRM is applied onQAM symbols containindMSC information.

The QAM symbols are shuffled in time with the option of short or long interleaving, de-
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6.5 — De-interleaving and de-puncturing

pending on the respective channel conditions. For short interleaving, the symbols are
shuffled within on@RM transmission frame. Long interleaving is applied@ M sym-

bols in fiveDRM transmission frames. The duration of dRM transmission frame is

400 ms®. Since different transmission modes with diverse numbers of sub-carriers are
defined inDRM, the number ofQAM symbols per multiplex frame is variable. Forward
Error Correction £EC) coding has been applied in tl®RM system on all information

in the DRM transmission super frarh®y means of multi-level codingLC). The indi-
vidual bits in every level of th@AM symbols are convolutionally encoded, punctured, if
necessary, and interleaved. The interleavinlir€ is performed on the individual bits

of theFAC, SDCor MSC. The block size of the interleavérspecified in number of bits,

is maximally130, 1692 and12 236 for the FAC, SDCandMSC, respectively.

Interleaving inUMTS [1] is incorporated at different levels of the communication sys-
tem. The Turbo encoder possesses the characteristic of an interleaver step that is applied
in between the concatenated Recursive Systematic Convolutirgg) éncoders. The
Turbo decoder accordingly applies a de-interleaver in between the outer and inner de-
coders. The block size of the interleaver in the Turbo encoder / decoder ranges between
40 and 5114 bits for theeMTS standard. Th&MTS communication system generally
has two levels of interleavers defined, regardless of the coding applied (e.g. Turbo or
convolutional). The interleavers in both levels of the system are block interleavers with
both different inter-column permutations. THisst and secondinterleaving process is
done on all bits of the radio frames in ob®1TS Transmission Time Intervalr{1)°.

In all communication systemmte matchingis normally applied in the transmitter
by means of bit puncturing. Bit puncturing denotes the removal of encoded bits from
the encoded bit stream. Therefore, de-puncturing has to be applied in the receiver. The
de-puncturing process inserts meaningless data at the positions of the punctured bits in
the received encoded bit stream. After de-puncturing the received bit stream, the chan-
nel decoding algorithms are performed. The de-puncturing schemes can optionally be
combined with the de-interleaving process in the communication receiver. Disadvantage
of combining the de-interleaving and de-puncturing process is that the regular memory
access patterns of the interleaver may be destroyed.

Most communication systems require large block interleavers, which can be imple-
mented as memory operations. Small interleavers, like the interleaver that is applied
in HiperLAN/2, can be implemented efficiently together with the baseband processing
of OFDM symbols. However, when large amounts of data have to be processed, large
memories are required to store all bits of an entire frame. Therefore, interleavers cannot
effectively be integrated in the streaming baseband processing, which is performed on
e.g. anOFDM symbol basis, but interleavers need to be implemented with special mem-
ory structures (e.g. special tiles in the System-on-CBgr)( which have large memory

6 OneDRM transmission frame contains 15, 20 or @4DM symbols for robustness mode A and B, C or D,
respectively.

7 OneDRM transmission super frame consists of thp@a transmission frames.

8 Multiple interleavers are applied in the.C process for all different levels of th@AaM symbols.

9 TheuUMTS TTl is either10, 20, 30 or 40 ms.
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capacity and generate proper memory access patterns.). ldeas on the design of these
special memory tiles are given in Chapter

6.6 Adaptive channel decoder

The Turbo and convolutional code schemes have been adopted by many wireless com-
munication standards. In ti3& UMTS system both coding schemes are employed; turbo
coding has been used for data channels and convolutional coding for voice chdhnels [

In [70] it has been reported that 50% or more of the computational complexity in the
wireless receiver is due to error coding algorithms, like Viterbi or Turbo decoding. This
complexity counts for about 60% of the energy consumption in the digital processing part
of a typical wireless receivelp]. Consequently, power reduction should be achieved in
the error decoding part of the receiver. New hardware oriented design methodologies
are proposed iASIC design for Viterbi {5 and Turbo decoder$p], such as full-speed
parallel solutions and architecture structures with shared resources. Power reduction by
exploiting variations in system characteristics due to changing noise conditions are the
focus in b3, 65]. The latter can be achieved using dynamic reconfiguration in reconfig-
urable hardware.

In [18] a channel decoder chip was proposed that is compliant witB&heireless
communication standard. However, this chip is a dedicated solution feGb®ITS sys-
tem, which cannot be used in other wireless communication standards. We implemented
both the Turbo and the Viterbi decoder in the coarse-grained reconfiguraie MM
architecture, which can also be used to implement the baseband processing of different
wireless communication standards (Chapteaand5). The flexible coarse-grained re-
configurable MONTIUM enables the implementation of flexible baseband processing and
flexible channel decoding in multi-mode communication systems.

The unified channel decoder chip b8 has been implemented in 0.18n CMOS
technology, therefore, it cannot fairly be compared with theNwtium architecture,
which has been implemented in 0.48: CMOStechnology.

In [21] another reconfigurable architecture for Viterbi and Turbo decoding was re-
ported. That architectur®jturbo, can be configured to decode convolutionally encoded
data and Turbo encoded data. TVieurbo decoder is only aimed at channel decoding,
whereas the MNTIUM architecture is more flexible, and suitable for baseband process-
ing as well. The area of the &N TIUM is slightly larger than th&iturbo decoder { 250
kGates vs~ 200 kGates).

A multi-standard embedded processor for Viterbi decoding has been presented
in [88]. The Viterbi processor targets multiple audio and video broadcasting as well as
data communication standards. The flexible Viterbi processor is a specific instantiation
of the general &ispA architecture templaté[]. Finally, a parameterized multi-standard
ASIC has been created from the specifici#PA instantiation in 0.13:m CMOStechnol-
ogy. The area optimized Viterbi processor counts 130 kGates and has an area size of

1.2mm?2.
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Trends in wireless communication systems show that the underlying Digital Signal
Processing BSP algorithms become more adaptive. Three levels of adaptivity can be
identified for theDSP functions of wireless communication receivestandards level
algorithm-selection levednd algorithm-parameter level The levels of adaptivity are
introduced in Chapte2. The implemented Viterbi and Turbo decoder can be used to
make an adaptive channel decoder. The three levels of adaptivity also apply for the
adaptive channel decoder:

1. Standards levelDifferent channel decoders are used for different wireless commu-
nication standards. In theAB standard and/MTS standard convolutional coding
is employed. But in theJMTS standard Turbo coding is also applied. Conse-
guently, the usage of the Viterbi or Turbo decoder depends on the requested com-
munication standard,;

2. Algorithm-selection leveMWithin the UMTS communication system both convolu-
tional and Turbo coding schemes are defined. For data channels the Turbo coding
schemes are used and for voice channels convolutional coding schemes are ap-
plied. This means that in @MTS mobile terminal both the Viterbi and the Turbo
decoder need to be available. Another kind of algorithm-selection adaptivity is the
usage of different algorithms for tt&#SOdecoders in the Turbo decoder. The kind
of algorithm that will be used, depends heavily on the conditions of the wireless
environment (e.g.93, 65));

3. Algorithm-parameter levelThe characteristics of the decoders can be varied by
changing the implementation parameters. The mapped Viterbi decoder on the
MONTIUM is universal in the sense that differemtes constraint lengthsand
decision depthsan be handled. The Turbo decoder can also handle diffextrs
andconstraint lengthsMoreover, the number of Turliterationscan be adjusted.

The parametersate and constraint lengthare dictated by the different wireless
communication standards. Tliecision depthand number of Turbdterations

are, however, depending on the quality of the wireless environment, in which the
communication system is used. Reducing the decision depth and the number of
iterations yields reduction in energy consumption of the channel decoder (e.g. Ta-
ble6.1and B3, 65]).

An adaptive channel decoder has to be utilized because of multiple standards that are
implemented in mobile terminals. Hardware costs in the mobile terminal are reduced by
reusing reconfigurable hardware to implement multiple decoding algorithms. An adap-
tive channel decoder also yields large energy savings because the decoding algorithm that
performs best in a given environment with minimal effort can be applied by reconfiguring
the hardware to the desired functionality.

185



Chapter 6 — Channel Decoding

6.7 Summary

This chapter covers channel decoding algorithms that are applied in different wireless
communication systems. Two different channel decoders are highlighted in this chapter:
the Viterbi decoderand theTurbo decoder Requirements for implementing the Digital
Signal ProcessingDSP) algorithms on reconfigurable hardware have been investigated.
Multi-standard wireless communication receivers are able to support different channel
decoding strategies.

6.7.1 Conclusions

The Viterbi decoder has been mapped efficiently on thenwium TP. The Viterbi
decoder is used to decode convolutionally encoded information. The Viterbi algorithm
comprisesmin() operations and regular memory access patterns. Large memory band-
width is required during Viterbi decoding, since the state metrics as well as the survivor
bit sequences have to be administered.

When implementing the Viterbi algorithm on coarse-grained reconfigurable hard-
ware, i.e. the MONTIUM TP, the Register Exchang®E) approach is an appropriate
method to store all survivor bit sequences. Rieapproach stores the entire decoded
output sequence for each state during path metric updating. Therefore, in each stage of
the trellis the decoded output sequence is known and there is no need to traceback. So,
the decoded output sequence can be generated at a high speed. Moreover, bit sequences
(Register Exchange) are stored more efficiently than individual bits (Traceback) in the
coarse-grained MNTIUM. Since the data path in thed®ATIuM TPis limited to 16-bits,
the Viterbi algorithm has been implemented in a hybrid Register Exchange / Traceback
manner.

All operations in the Viterbi algorithm are performed on generalized Viterbi butterfly
structures. Thédd Compare SelecACS operation is applied to every Viterbi butter-
fly structure. TheACS operation comprises basically a conditional multiplexaiéct
operation), which selects one operand based on the resuttahpareoperation.

The problem, which arises from te€S operation, is that the operation merges the
data path and the control path. Control-oriented functions are actually not part of the
MoONTIUM algorithm domain. However, to efficiently implement the Viterbi algorithm,
theACSoperation has to be supported by the hardware on which the algorithm is mapped.
Because of the high degree of parallelism in the Viterbi algorithm, parstiglsupport is
required. Adding thé&CS operation to thé\LUs of the MONTIUM enables theompare-
selectoperation to run independently from the sequencer instructions. Consequently, the
compare-seleabperation can run in parallel in all&LUs of the MONTIUM.

The performance of the Viterbi algorithm, implemented on theNvlium, has been
verified against a reference floating-point implementation. Tleewwmum-based Viterbi
algorithm yields on average equal performance in terms of Bit Error R&R)(com-
pared with the floating-point reference implementation.

The MoNTIUM-based Viterbi decoder is compared with a dedicated decoder imple-
mented in an Application Specific Integrated Circig(C) and an alternative implemen-
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tation in an embeddedRM processor. We conclude that theoMTIuM-based Viterbi
decoder yields similar performance in terms of decoding throughputASiarsolution.

The ARM processor cannot offer the required throughput when performing the Viterbi
algorithm. We noticed that theSIC implementation of the Viterbi decoder is most en-
ergy efficient, but the implementation does not have any flexibility. On the other hand,
flexibility comes with a penalty of increased energy consumption per decoded bit. Al-
though the MONTIUM is a flexible reconfigurable architecture, the energy consumption
of the MONTIUM TPis closer to that of amSIC implementation than to @PPsolution.

The ARM-based Viterbi decoder performs worse in terms of energy consumption as well
as in terms of decoding throughput.

The Turbo decoder contains soft-output decoders, like the MaxMAR-(MLM )
algorithm. TheMLM algorithm requires more calculations than the Viterbi algorithm,
since aforward andbackwardrecursion through the entire trellis have to be performed.
The basic operations in théL.M algorithm are similar in nature as the Viterbi operations.
The operations are again performed in a regular structure. Similar with Viterbi decoding,
many state metrics have to be stored in khieM algorithm. The performance of the
MLM algorithm has been verified in the Turbo decoder context. The performance of the
MLM algorithm mapped on the BNTIUM TPis similar in terms 0BER versusSNRto a
floating-point reference implementation of tkieM algorithm.

The configuration overhead of the Viterbi or Turbo decoder is relatively small, as
the configuration files of both decoders are small. Hence, changing the functionality
of the channel decoder from Turbo to Viterbi, or vice versa, can be done dynamically,
because of the short reconfiguration times. The reconfiguration time of the Viterbi or
Turbo decoder implementation on theoMTiuM TPis less than {.s. Depending on the
desired communication standard, one can configure the reconfigurable hardware in the
mobile wireless multi-standard receiver to implement the right channel decoder.

In this chapter the following adaptivity features were identified for an adaptive chan-
nel decoder implemented with reconfigurable hardware:

e Standards level
Different channel decoders are used for different wireless communication stan-
dards. In thédAB standard anddMTS standard convolutional coding is employed.
But in theUMTS standard Turbo coding is also applied. Consequently, the usage
of the Viterbi or Turbo decoder depends on the requested communication standard.
The MoNTIUM TP can be reconfigured for Viterbi or Turbo decoding in less than
7 us;

e Algorithm-selection level
Within the UMTS communication system both convolutional and Turbo coding
schemes are defined. This means thatinva's mobile terminal both the Viterbi
and the Turbo decoder need to be available. Switching from Viterbi to Turbo de-
coder, or vice versa, is achieved through reconfiguring tlenMum TP in less
than 7us;

187



Chapter 6 — Channel Decoding

¢ Algorithm-parameter level
The characteristics of the decoders can be varied by changing the implementa-
tion parameters. The mapped Viterbi decoder on thenWiuM is universal in
the sense that differemates constraint length@nddecision depthsan be han-
dled. The Turbo decoder can also handle differatés and constraint lengths
Moreover, the number of Turkiterationscan be adjusted.

6.7.2 Discussion

Channel decoding is normally accompanied by de-interleaving and de-puncturing. We
investigated the applied de-interleaving and de-puncturing strategies in different wireless
communication standards. The investigation is done o®fEV-based communication
standards in Chaptdrand thewCDMA-based communication standard in Chajter

De-interleaving and de-puncturing is usually applied on large sequences of bits or
symbols. De-interleaving is not a computationally intensive process, but rather a mem-
ory intensive process with regular memory access patterns. De-puncturing schemes are
generally applied on the same large sequences of bits. The de-puncturing schemes can
optionally be combined with the de-interleaving process in the wireless communication
receivers.

We concluded that de-interleaving and de-puncturing cannot efficiently be integrated
in the coarse-grained reconfigurable hardware that is responsible for baseband process-
ing. De-interleavers need to be implemented with special memory structures in heteroge-
neous reconfigurable System-on-Chigs@). These memory structures are special tiles
in the SoG which have large memory capacity and generate autonomously proper mem-
ory access patterns. Advantage of these special memory tiles is that the de-interleavers
are integrated closely with the coarse-grained reconfigurable processing tilesistthe
preserving the locality of reference principle. Moreover, special memory tiles with func-
tions for address generation are expected to be more efficient than General Purpose
Processors@Prs). In Chapter7, initial design ideas of these special memory tiles are
further discussed.

Adaptivity in wireless communication receivers is utilized to improve the efficiency
of algorithms in different conditions and to gain performance. In litera8ed5], chan-
nel decoding algorithms have been identified as a suitable candidate to efficiently utilize
adaptivity. Different adaptive approaches of channel decoding have been proposed which
all require flexible hardware implementations. Flexible hardware implementations are
proposed which are, however, only suitable to perform different channel decoding func-
tions. The MONTIUM architecture, on the other hand, is flexible and capable of perform-
ing channel decoding functions and baseband processing functions. dk&ivm TP
is only slightly larger in area compared to several proposed flexible channel decoders.

188



Chapter

System-on-Chip Architecture for
Software Defined Radio Recelvers

Scenarios for implementing multi-standard multi-mode adaptive wireless
communication receivers on System-on-Clsipd architectures are inves-
tigated in this chapter.

The CHAMELEON SoCtemplate has inspired the design of a prototygae
architecture. The prototypANNABELLE SoChas been developed for the
implementation of digital radio broadcasting standards. T1eNABELLE
SoCcontains fourMoNTIUM Tile ProcessorsTPs) to perform Digital Sig-
nal Processing ISP algorithms.

Since channel decoding in wireless communication systems involves inter-
leaving mechanisms, a special memory tile that is integrated in figo@
architectures is proposed. The memory tile has to be capable of performing
different interleaving strategies.

Parts of this chapter have been published in [P18].
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7.1 Introduction

In the previous chapters we illustrated our approach of implementing adaptive multi-
standard wireless communication receivers in heterogeneous reconfigurable System-
on-Chip 6oQ architectures. The template of the heterogenetn as described in
Chapte3 and shown in Figur8.3, is applied to illustrate the mapping of a multi-standard
wireless communication receiver, comprising the baseband processing and channel de-
coding of Orthogonal Frequency Division MultiplexinggDM) and WidebandCDMA
(WCDMA) wireless communication standards. The results obtained from Cligutelb
concerning baseband processing and from Ch#&ptéth respect to channel decoding re-
sulted in the design of a prototyjg@Carchitecture.

The chip is intended to be used for multi-standard digital radio broadcasting receivers
(e.g.DRM andDAB) and contains four coarse-grainedMTIUM processing tiles, which
is sufficient for these digital radio applications. The protot@p€ architecture, called
ANNABELLE, is described in Section.2

Investigations on the channel decoding showed that in all wireless communication
standards de-interleaving and de-puncturing operations are defined. In Chapter
already concluded that special memory structures need to be incorporatedSacthe
architecture to support multi-standard wireless communication standards. In Se8tion
the requirements and initial design ideas are discussed for such a memory architecture.

Moreover, a control-manager is needed for controlling all receiver tasks in the het-
erogeneous reconfigurab®C The control-manager that is used for implementing an
adaptive Universal Mobile Telecommunications SysteiTS) / WirelessLAN (WLAN)
receiver is discussed in Secti@i.

Section7.5 summarizes this chapter with conclusions and discussions on feddre
architectures.

7.2 ANNABELLE System-on-Chip

The GHAMELEON System-on-Chipgo0Q template accommodates the initial ideas of a
heterogeneous reconfigurable tilgdC The CHAMELEON SoCtemplate has been pro-
posed in 4]. Motivations for using this tiledsoCapproach are discussed in Chaer

In this section the prototype MNABELLE SoC is described according to the
CHAMELEON SoCtemplate, which is intended to be used for digital radio broadcasting
receivers (e.gbAB, DRM)L.

7.2.1 Architecture

Figure7.1shows the overall architecture of thelAABELLE SoC The ANNABELLE SoC
consists of alRM926 General Purpose ProcessePp with a 5-layerAMBA Advanced

1 The ANNABELLE SoChas been developed in the context of theA8T CHIPS FOR SMART SURROUND-
INGS (49) research project (FP6-1ST-2004-001908) [
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Figure 7.1: Block diagram of théANNABELLE System-on-Chip.

High-performance BusAHB), four MONTIUM Tile ProcessorsTPs), a Network-on-
Chip (NoC), a Viterbi decoder, two Analog-to-Digital ConvertersDCs), two Digital

Down ConvertersiDCs), a Direct Memory Acces®dMA) controller, SRAM / SDRAM

memory interfaces and external bus interfaces.

The four MONTIUM TPs and theNoC are arranged in a reconfigurable subsystem,
labelledreconfigurable fabric The reconfigurable fabric is connected to the AHB bus
and serves as a slave to the Advanced Microcontroller Bus Archite&m@4) system.

A configurable clock controller generates the clocks for the individuaNwium TPs.
Every individual MONTIUM TP has its own adjustable clock and runs at its own speed.

A prototype chip of the ANABELLE SoC has been developed using the Atmel

ATC13 library [11].

7.2.2 Reconfigurable fabric

The reconfigurable subsystem of theaBELLE SoCinherits the initial design concepts
of the CHAMELEON SoCtemplate. The reconfigurable fabric that is integrated in the
ANNABELLE SoCis shown in more detail in Figuré.2

The reconfigurable fabric is integrated as/AH#B slave device in the ANABELLE
SoC In fact, the reconfigurable fabric acts as a reconfigurable co-processor for the
ARM926 processor. Computationally intensive Digital Signal ProcessigP (algo-
rithms are typically offloaded from theRM926 processor and processed on the coarse-
grained reconfigurable BINTIUM TPs inside the reconfigurable fabric.

The reconfigurable fabric contains fourdWTium TPs which are connected via a
HYDRA Communication and Configuration Unit€U) to a circuit-switchedNoC. The
reconfigurable fabric is interconnected with &k@BA system through AHB-NoC bridge
interface.

The MoONTIUM TPs are individually reconfigurable at run-time. The reconfigurable
fabric providesblock modeandstreaming modeomputation services.

2 The work described in this thesis focuses on the reconfigurable fabric only.
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Figure 7.2: The ANNABELLE SoCreconfigurable fabric.

AHB-NoC bridge

The reconfigurable fabric is connected to MéBA system through th&HB-NoC bridge.
The AHB-NoC bridge providegonfigurationandcommunicatiorservices for the recon-
figurable fabric:

e Configuration
The individual routers of the circuit-switchedbC are configured via thaHB-
NoC bridge. Thus, via thaHB-NoC bridge the communication channels between
a MONTIUM TPandAHB or between two MONTIUM TPs are configured; all point-
to-point links in theNoC (e.g. between MNTIUM TP1 and Routerl) contain four
lanes. Hence, eight communication channels (four channels fromttBebus to
the reconfigurable fabric, and four reverse channels) can be set-up through Router
1 and eight through Router 2 (analogous to Router 1);

e Communication
When the communication channels in the reconfigurable fabric are set up correctly,
data can be read from / written in the respective lanes ofititzby theAHB-NoC
bridge.

The data that is written in the channel is received e.g. by@aMum TP. The
data is handled by the ¥brRA CCU of the corresponding MNTIUM TP. The data
written to the MONTIUM TP consists of either:

— MONTIUM TP configuration data;
— HYDRA CCU commands or;
— Data that has to be processed by themtium TP.
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Figure 7.2 shows that theontrol port of the AHB-NoC bridge connects to the circuit-
switched routers of théloC. The control port providesonfigurationservices of the
reconfigurable fabric. Th®ueuesn the AHB-NoC bridge provide theeommunication
services for every individual lane in the links from tAeIB-NoC bridge to the circuit-
switched routers.

The Control ports andQueueports are integrated in the memory map of the entire
ANNABELLE SoC To reduce overhead of theRM926 processor during communication,
the data transfer from theMBA system to theAHB-NoC bridge can be performed via
DMA transfers. Therefore, thieHB-NoC bridge is implemented with BMA interface.

Network-on-Chip

The MonNTIUM TPs and theAHB-NoC bridge are connected to a fully flexible circuit-
switchedNoC[118. The reconfigurable circuit-switchethC creates dedicated connec-
tions between processing tiles in the reconfigurable fabric. The circuit-switébed
provides channels with guaranteed throughput, but with minimal amount of control in
the data path. Unlike packet-switchRdCs [64], no arbitration is needed in the circuit-
switchedNoC which increases the energy efficiency per transported bit.

The channels in the circuit-switchebC of the reconfigurable fabric are set up by
reconfiguring the routers. The routers provide full connectivity in the reconfigurable
fabric that can be reconfigured dynamically at run-time.

HYDRA CCU

The MoNTIUM TPs are connected with the circuit-switchéthC via the HYDRA
CCU[20]. TheCcCuU providescommunicatiomndconfigurationservices to the MNTIUM
TP, as described in Sectidh5.1on page29.

MoNTIUM Tile Processor

The reconfigurable fabric contains four coarse-grained reconfigurableT™m TPs.
The architecture of the INTIUM TPis described in SectioB.5.1 The designed recon-
figurable fabric incorporates thediTium TP with Add Compare SelecACS) support.

Since the AINABELLE SoCis intended to be used in digital broadcasting receivers,
the design time parameters of theoMTium TP have been customized for Digital Au-
dio BroadcastinglAB) and Digital Radio MondialedRM) systems. Hence, the local
memories of the MNTIUM TP have a capacity of 024 addresses of 16-bit words each.
The memory size is sufficient to efficiently implement Fast Fourier Transfefm) @l-
gorithms with a size of up t® 048 points on the MONTIUM TP for DAB.

Dedicated output pins of the ®NTIum TPs are used to generate Interrupt Requests
(IRQs). ThelRQs are handled by the interrupt controller of theM926 processor. In
this way the reconfigurable fabric and thRM926 processor can operate autonomously.
Interaction between the concurrent process running on the reconfigurable fabric and the
ARM926 is provided byRQ signalling.
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Figure 7.3: Layout of theANNABELLE System-on-Chip.

7.2.3 AsIC synthesis of the reconfigurable fabric

The ANNABELLE SoChas been synthesized in 180, CMOStechnology with a supply
voltage of1.2 volt. A prototype chip has been developed using the Atmel ATC13 li-
brary [11]. The ATC13 library contains a comprehensive list of combinational logic and
storage cells. Furthermore, single port St&#avi (SRAM) modules have been compiled
for the 130nm CMOStechnology. Figur@.3depicts the layout of the MNABELLE SoC
with the reconfigurable fabric in the top right corner.

The total area of the reconfigurable fabric synthesized im&30CMOS technology
is ~ 15 mm?. Table7.1depicts the area of the individual building blocks in the recon-
figurable fabric without the area &RAM cells. The area of the FINTIUM TP does not
include the area of theRAM cells, which adds anothér87 mm?2. The gaté density of
the usedcMOStechnology process is 140 kGates /mm?2.

3 An equivalent gate is a unit of measure to express the amount of 2-input NAND gates. One 2-input NAND
gate contains typically 4 transistors.
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Table 7.1: Area of the synthesized building blocks (excludi®aN) in the reconfigurable fabric.

Component Arearhim?]
AHB-NoC bridge 0.181
Circuit-switched router 0.091
HYDRA CCU 0.104
MONTIUM TP 2.762

7.3 System-on-Chip memory tile

In Section6.5 has been analyzed that channel decoding is strongly coupled with de-
interleaving and de-puncturing. Although many wireless communication standards in-
corporate interleaving mechanisms, the interleaving approaches are highly diverse in dif-
ferent wireless communication systems.

Future heterogeneow®C platforms will definitely incorporate special memory ar-
chitectures. The customized memory architectures are tightly coupled 8ot® the
processing tiles where baseband processing and channel decoding algorithms are per-
formed (i.e. exploiting locality of reference). Special interleaving memory architectures
are needed because interleaving operations are inefficiently performeg#msn The
interleaving patterns do not fit in the local cache aéRPs and, furthermore, caching
mechanisms are not effective. Therefore, interleaving operations performedpR a
involve large control overhead.

Moreover, the memory architecture can act as additional storage in the tiled hetero-
geneous reconfigurabC The additional storage capacity is advantageous in case the
storage capacity of the processing elements inSihe (e.g. the MONTIUM TP) is not
sufficient. In this case the memory tile provides another level of storage in the memory
hierarchy of the heterogeneo8sC. Hence, the locality of reference principle is main-
tained since off-chip memory access is prevented by introducing hierarchy in the memory
structure of the heterogeneassC

Those memory architectures need to comply with special requirements for perform-
ing de-interleaving functions:

e Large storage capacity;
e Bidirectional communication, e.g. simultaneously reading / writing;
¢ Different communication modes:

— Block mode;
— Streaming mode;

4 Interleaving and de-interleaving involve the same mechanisms. Therefore, the terminology interleaving or
de-interleaving is arbitrarily used in this thesis.
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e Flexible memory address pattern generation:
— Address generator with modulo support;

¢ Different interleaving levels:

— Interleaving of individual bits;
— Interleaving of clusters of bits, e.g. bytes;
e Low configuration overhead.
Figure 7.4 depicts an initial conceptual design of a memory tile that is capable of per-
forming de-interleaving functions in the context o6aC The memory tile consists of
a Communication and Control Interfacedl), an Address Generation UnidAGU), a

simple state machine and a memory unit. The solid arrows depict data streams in the
memory tile, while the dashed arrows indicate internal control signals.

Address
-2 Generation
Unit
Memory : 4
Unit : :
| State
Machine

T Tol

E)mmunication and Control Interfaa

l Network-on-Chip T

Figure 7.4: The reconfigurable memory tile template.

The CClI connects the memory tile to tieoC, analogous to theCu in combination
with the MONTIUM TP. TheCClI providesblockmode andstreamingnode communica-
tion services. Moreover, theCl is used to adjust the settings of the memory tile through
reconfiguration of the state machine, #@U and theCCl itself. The entire memory tile
is controlled by a simple state machine.

The frames of data that are subject to de-interleaving are stored in the local memory
of the memory tile. The memory tile has to support bidirectional data streams. Thus, the
interleaved data needs to be written in 8/®AM and the de-interleaved data is read out
of the SRAM simultaneously. It is evident that the output data stream is a delayed de-
interleaved version of the interleaved input data stream, or vice versa. The delay between
the input and output streams is determined by the interleaving depth (e.g. measured in
MAC frames). The capacity of tH&RAM has to suffice the interleaving depth.
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The AGU generates the memory access patterns for reading and writing the memory
unit. The address patterns are created using complicated modulo operptiors; of
2 andnon-power of 2nodulo operations are adopted in interleaving mechanisms. Fur-
thermore, single bits or clusters of bits need to be accessed in the memory unit. Special
features are required to access single or multiple columns of bits in the memory unit of
the memory tile.

7.4 Controlling tasks in the System-on-Chip

In Chapter4 and5 the baseband processing of two different standards has been imple-
mented on the same reconfigurable hardware. Both communication standards serve as a
basis for an adaptive Universal Mobile Telecommunications Syst#nwT$) / Wireless
LAN (WLAN) receiver. To employ an adaptive wireless communication system which
can adapt the baseband processing functions in the physical layer, a centralizet
manageris needed.

The control-manager is implemented on @fePtile of the heterogeneo®C which
is perfectly suited for control-oriented tasks. Tasks of the control-manager are:

e Configuring the processing elements in 8w
e Configuring the routing elements of theC;
e Administering the status of the entiBs@CandNoC;

e Controlling the different levels of adaptivity:

— Switching the wireless communication standard based on availability and
Quality of Service Qo9 requirements;

— Switching the algorithms, used to implement the functions within the receiver
for a wireless communication standard, based on channel conditior@and
requirements;

— Adapting the parameters of an algorithm based on channel conditions and
QoSrequirements.

For the adaptiveJMTS / WLAN receiver this means that the control-manager decides
whether the receiver is iIDMTS or in WLAN mode. Furthermore, adaptivity within

one mode can be applied. Thus, the control-manager can decide whethemtBe

mode the Rake functionality or the equalizer functionality will be applied. Moreover, the
control-manager controls the parameters of a certain algorithm, e.g. the number of Rake
fingers that should be used or the modulation modtigarL AN/2.
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7.4.1 HiperLAN/2 to UMTS switching

In HiperLAN/2 mode, 4 MONTIUM TPs in theSoC are configured folPrefix removal
Frequency offset correctigrinverseOFDM and Equalization, Phase offset correction
and De-mapping Furthermore, the General Purpose ProcessbP(in the SoCis pro-
grammed to perform th€hannel estimatiofunction. This task generates the estimated
frequency offset and the equalization coefficients forfifezjuency offset correcticend
Equalization, Phase offset correction and De-mappagks, respectively. The mapping
of the HiperLAN/2 receiver on the heterogeneous reconfigurgblehas been depicted in
Figure4.13

Switching toUMTS means that 2 MNTIUM TPs have to be configured gmilse-
shape filterand Rakefunctions. One Field Programmable Gate Arr&pGA) tile has
to be configured ascrambling code generatoFurthermore, thehannel estimatoand
path searcheneed to be programmed on tB®P Figure5.7 shows the mapping of the
UMTS receiver on the heterogeneous reconfigurgole

After the decision of the control-manager to switch frétiperLAN/2 to UMTS, the
control-manager has to write the new configurations to the reconfigurable processing
tiles. Furthermore, the communication channels between the different processing ele-
ments in theSoC have to be configured. Communication channels are defined between
the pulse-shape filter and the Rake receiver, between the scrambling code generator and
the Rake receiver, and between thePand the Rake receiver. Storing the configura-
tion files in the MONTIUM TPs requires a few microseconds as seen in Se&idrid
The control-manager also adapts the clocks of the processing elements to the required
frequencies as discussed in Sectiofh.5

7.4.2 Rake versus Equalizer

According to B0, 107] the WidebandCDMA (WCDMA) receiver can be implemented in
different ways, using a Rake receiver or an equalizer. Equalizer-hvaSed/A receivers

yield better performance than Rake receivers under severe Multiple Access Interference
(MAI) conditions. Depending on the conditions of the environment, the control-manager
can decide whether the Rake function or equalizer is used iWNES receiver. This
means that inUMTS mode one processing tile is configured expializerand one as
pulse-shape filter At a certain moment the control-manager decides to reconfigure the
MoONTIUM TPthat acts as equalizer to the Rake function. So, the control-manager has to
write the new configuration to the @\ TIUM TP. All communication channels between

the tiles remain the same and are not reconfigured.

7.4.3 Adapting the number of Rake fingers

The number of Rake fingers affects the total signal power thatvibBMA receiver re-
ceives. The environment influences the number of reflected signals, so-called multipaths,
that arrive at the receiving terminal. Based on the number of reflected signals the control-
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manager decides how many fingers are applied in the Rake receiver to receive maximum
signal power.

After the decision of the control-manager to change the number of fingers in the Rake
receiver, the control-manager has to change the configuration of the processing element
which implements the Rake function. In Sectiod.4the number of Rake fingers are
adapted by dynamic reconfiguration. The reconfiguration time is in the order of nanosec-
onds. By reducing the number of fingers in the Rake receiver, the clock frequency of the
MonNTIuMm TPwhich implements the Rake function can be reduced as well. The control-
manager also handles the settings of the system clock of the individoairMm TPs.

7.5 Summary

In this chapter the implementation of a System-on-Clgp( for Software Defined
Radio EDR) applications has been analyzed. TheNABELLE SoChas been presented
as an instant of the initial CAMELEON SoCtemplate approach.

7.5.1 Conclusions

The ANNABELLE SoC has been designed for digital radio broadcasting applications.
The prototype chip contains a®RM926 General Purpose ProcessGPD, a recon-
figurable subsystem and peripherals which interface with memories and provide com-
munication with off-chip components. The reconfigurable subsystem inherits the con-
ceptual architecture of theHAMELEON SoC. The reconfigurable subsystem contains
four MoNTIUM Tile ProcessorsTs) with HYyDRA Communication and Configuration
Units (CCUs). The MoNTIUM processing tiles are connected to each other by a circuit-
switched Network-on-ChipNoC). The entire reconfigurable subsystem is connected
with an Advanced High-performance BusHB) to theARM926 processor.

The MoONTIUM TPs are customized at design time for performing Fast Fourier
Transform EFT) algorithms that appear in Digital Audio BroadcastiDg\g) and Digital
Radio Mondiale DRM) systems. The MNTIUM TPs are typically used as reconfigurable
co-processor accelerators for thRM926 processor.

7.5.2 Discussion

Channel decoding in wireless communication systems usually involves mechanisms for
interleaving in the transmitter and receiver. However, the characteristics of interleaving
for the different wireless communication standards are highly diverse. One additional
element that is capable of efficiently performing interleaving operations irstidss
required. An initial reconfigurable memory tile template has been proposed which is
capable of providing block mode and streaming mode communication. The memory tile
incorporates a flexible Address Generation UaGY) with advanced modulo support.
Experiences from mapping the baseband processing and channel decoding functions
of different wireless communication receivers in the previous chapters provided valuable
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insight in multi-standard multi-mode adaptive receivers. Based on this information, sce-
narios are anticipated how multi-standard multi-mode adaptive wireless communication
receivers are implemented on heterogeneous reconfigusadiglatforms.

Most baseband processing and channel decoding functions are implemented on
coarse-grained reconfigurable processing elements in the heterog&oeptitowever,
a centralized control-manager has to be implemented which can control theSa@tire
The coordination functions of the control-manager are typically implemented on top of a
light-weight (distributed) run-time Operating Syste@g that runs on &PP[32, 101].
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Chapter

Conclusion

Wireless communication systems are progressing towards multi-standard
multi-mode communication systems. These communication systems are ca-
pable of dynamically adapting to various conditions while achieving optimal
performance. The focus of the work in this thesis is on the implementation
of adaptive multi-standard multi-mode wireless communication systems on
heterogeneous reconfigurable hardware.

This chapter concludes the work described in this thesis. Furthermore, di-
rections for future research are shortly discussed.
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8.1 Introduction

This thesis addresses issues in the architecture and design of adaptive wireless commu-
nication systems. In this chapter the final conclusions of the work described in this thesis
are drawn. The conclusions are derived based on the partial conclusions of the separate
chapters in this thesis.

The objectives of this work are given in Chapter The final conclusions in
Section8.2 reflect these objectives. Secti8B evaluates the lessons learned. Direc-
tions for future research are given in Sect&daccompanied by a discussion.

8.2 Conclusions

The work described in this thesis contributed to different areas of reconfigurable com-
puting and Software Defined Radio:

e Important Digital Signal Processingp$P algorithms in wireless communication
systems that are based on Orthogonal Frequency Division MultipleKiRDNI)
and WidebandCDMA (WCDMA) techniques were investigated. The investigation
established the requirements for implementing multi-standard multi-mode wire-
less communication receivers on heterogeneous reconfigurable System-on-Chips
(Sos); (Chapter4, 5 and6)

e We showed that a singlgoC platform can support various standards with a per-
formance similar to an Application Specific Integrated CircasIC) implemen-
tation:

1. The digital baseband processing of tiperLAN/2 receiver was mapped on
the MONTIUM TP as an illustration folOFDM wireless communication re-
ceivers; Chapter4)

2. The Rake receiver was mapped on theitrium TPto illustrate the mapping
of WCDMA wireless communication receiver§apters)

3. The Viterbi and Turbo decoder were mapped on theNwlium TP in order
to complement the baseband processing algorith@isater6)

e The Arithmetic Logic Units ALUS) of the MoNTIUM Tile ProcessorTP) were
modified by adding Add Compare Selest(S) support; Chapter6)

e We showed that a coarse-grained architecture with partial reconfiguration capa-
bility can be used efficiently for adapting receiver settings dynamically and we
showed that energy can be saved by adaptivityigpters)

e We developed a prototype implementation of a heterogeneous reconfigurable
System-on-Chip 00. The SoC contains four coarse-grained reconfigurable
MonNTIuM Tile ProcessorsTPs) and one General Purpose ProcessarH
(Chapter7)
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Wireless communication techniques Trends identified in Third Generatio8®) and
Fourth Generation4G) wireless communication systems show the fast appearance of
new wireless communication standards as well as the quick evolution of existing wireless
communication standards. The multitude3af/ 4G wireless communication standards
results in the concept of multi-standard multi-mode wireless communication devices.

Moreover,3G and 4G wireless communication systems are provided with adaptive
functions. The abundance of wireless communication standards and the adaptivity fea-
tures result in wireless communication terminals that can adapt to Quality of Service
(Qo9 requirements and to the wireless channel conditions at a certain location.

The complexity ofOFDM standards increases considerably due to e.g. increasing
bandwidth requirements. The complexity of de-multiplexing the various information
streams of the Medium Access ContrbIAC) transmission frame in theFDM receiver
strongly depends on the manner of sending information on the sub-carriers@ringe
symbol. EarlyOFDM standards employed simple data modulation technique &R,
whereas multi-leveDAM modulation was introduced in more rec@®DM systems (e.g.
HiperLAN/2 andDRM).

In early OFDM systems consecutive sub-carriers in@¥DM symbol were modu-
lated with equaQAM constellations. Furthermore, the allocation of data to the separate
sub-carriers was always fixed. However, in e.g. iR standard the function of the
allocated sub-carriers differs for every sub-carrier in @®DM symbol. The varying
modulation of the consecutive sub-carriers introduces additional complexity in the de-
modulation process of theFDM receiver.

Adaptivity Trends in wireless communication systems show many opportunities for
exploiting adaptivity inDSPalgorithms. Three levels of adaptivity have been identified:
standards levelalgorithm-selection levedndalgorithm-parameter levelThe Software
(Defined) Radio concept is a key enabler to efficiently employ the different levels of
adaptivity.

The standards level of adaptivity allows the terminal to adapt the communication
standard that is used to satisfy the user requirements. The algorithm-selection level of
adaptivity allows the terminal to select the algorithms that satisfyQb@requirements
in the given communication environment in the most efficient manner. The algorithm-
parameter level of adaptivity allows the terminal to change the parameters of a specific
algorithm.

Areconfigurable and adaptive terminal is able to track@bsrequirements and com-
munication environment on a much finer grained scale than a traditional non-adaptive
terminal.

MONTIUM extensions Experiences from mappirgSPbaseband processing and chan-
nel decoding algorithms resulted in modifications of thewtium’s reconfigurable ar-
chitecture. We observed that conditional operations (e.g. conditional multiplexer func-
tionality like ACS operations) that are heavily applied in channel decoding algorithms
were not well supported in the &\ TIum architecture. The problem which arises from
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the ACS operation is that the operation merges the data path and the control path. With
very limited additional logic in the MNTIUM architecture it is possible to bypass the
MoNTIUM sequencer and implement conditional operations in hardware. The advantage
is that sequencer instructions are executed by the sequencer, while conditional operations
are applied continuously as well. Consequently the conditiomalpare-seleatperation

can run in parallel in all ALUs of the MONTIUM TP.

Dynamic reconfiguration The configuration sizes of the &®TIiuM TP are small for
the differentDSP functions in theHiperLAN/2 receiver. The configuration size DiSP
kernels in theHiperLAN/2 receiver is typically less thaniB of configuration data. This
means that the INTIUM TPs are typically reconfigured fatiperLAN/2 baseband pro-
cessing in less than /s

The configuration size of the Rake receiver with 4 fingers mapped on thetm
TP is only 858 bytes. Hence, the ®ATIUM is configured ind.29 us'. Mapping the
Rake receiver on the BINTIUM TP gives the flexibility to adapt the receiver quickly to
typical operating conditions. Adaptation of the Rake receiver to typical environmental
conditions, such as changing path-delay profile, is done by partial reconfiguration. The
characteristics of the Rake receiver are semi-instantly changed through partial reconfigu-
ration of the MONTIUM TP. For instance, the number of fingers of the Rake receiver can
be reconfigured in 12 clock cycles, which requires k28reconfiguration time.

The configuration overhead of the Viterbi or Turbo decoder is relatively small, as the
configuration files of both decoders are small. Hence, changing the functionality of the
channel decoder from Turbo to Viterbi, or vice versa, can be done dynamically because
of the short reconfiguration times. The reconfiguration time of the Viterbi or Turbo de-
coder implementation on the ®NTIuM TPis less than Tust. Depending on the desired
communication standard, one can configure the reconfigurable hardware in the mobile
wireless multi-standard receiver to implement the right channel decoder according to the
desired standard.

Performance All implementations mapped on the diTium TP have been verified
against floating-point reference models. Simulations with typiiperLAN/2 channel
models show that the implementedoNTIuM-basedHiperLAN/2 receiver is capable of
receiving data with the minimum required sensitivity as defined by the standard.
Simulations for typical Universal Mobile Telecommunications SystemTS) sce-
narios show hardly any difference in performance between the reference model and
the MoNTIUM-based Rake receiver implementation % BER difference). Experi-
ments show that proper input scaling of data influences the performance accuracy of the
MONTIUM-based Rake receiver considerably.
Moreover, the performance of theddiTium-based Viterbi decoder and the Turbo
decoder in terms of Bit Error RatBER) versus Signal-to-Noise RatiSR) is similar
to a floating-point reference implementation. TBER performance of the MNTIUM-
based Viterbi decoder is in worst ca3e 10~ higher than theBER obtained by the

1 Assuming the configuration clock runs at 100H z.
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floating-point reference implementation. Furthermore, theNwvium-based decoder
implementations can achieve (about 10 times) higher throughput than decoders imple-
mented in a General Purpose Processor.

Power consumption The dynamic power consumption of thedWTium-based Rake
receiver in 130mm CMOS technology is estimated to be 0.4%0V /M Hz?. The dy-
namic power consumption of Rake functionality implemented im8&rC is about 3 to

7 times lower compared to the dATIUM alternative. As expected, the&sIC imple-
mentation is more energy efficient than an implementation in reconfigurable hardware,
however, theaSIC implementation is fixed and the functionality of tA8IC cannot be
changed. The MNTIUM-based Rake receiver, on the other hand, is at least 10 times
more energy efficient than a Digital Signal Proces&8H implementation.

The normalized dynamic power consumption of thewrium-based Viterbi de-
coder is estimated to be 0.3@91//M Hz?. This means that the energy consumption
of the implemented Viterbi decoder mapped on theWtium for DAB is 14.5nJ per
decoded bit.

8.3 Lessons learned

In Chapter4, 5 and6 variousDSP algorithms are mapped on the coarse-grained recon-
figurable MONTIUM TP. Furthermore, a prototype implementation of a heterogeneous
reconfigurablesoChas been presented in ChapteiThese achievements showed that a
singleSoCplatform can be designed which can support various wireless communication
standards. Moreover, there are several lessons that can be learned.

Design methodology The multidisciplinary design approach is leading in hardware /
software co-design. System development requires knowledge from both the application
domain as well as the (reconfigurable) hardware domain. To efficiently implement algo-
rithms on e.g. the MNTIUM TP, it is common to understand why certain operations are
applied instead of how they are applied.

Tiled System-on-Chip architecture The tiled SoC template, as presented in Fig-
ure 3.3, is suitable for implementation of streamibgP algorithms that are applied in
e.g. wireless communication receivers. The data streams between the G8Pkesr-
nels are transparently mapped on the channels of the flexible Network-on#ei@pig
theSoCarchitecture. Th®SPkernels are mapped on suitable processing tiles.

For an adaptive multi-standard multi-mode wireless communication receiver most
DSPkernels will be mapped on coarse-grained reconfigurable processing tiles, such as
the MONTIUM processing tile. Furthermore GPPis required in theSsoCto control the
entire adaptive multi-standard multi-mode wireless communication receiver.

2 Including the power consumption 8RAM cells.

205



Chapter 8 — Conclusion

The number of required processing tiles depends entirely on the application that has
to be mapped on the tilegbCarchitecture. In Chaptetthe baseband processing of the
HiperLAN/2 receiver has been ingenuously mapped on foaNviium processing tiles.
Enhanced partitioning will reduce the number obMTIUM processing tiles to three for
baseband processing. One additionabWtium processing tile is required for Forward
Error Correction EEC) decoding (e.g. the Viterbi algorithm).

All wireless communication receivers incorporate de-interleaver functions. The de-
interleaver functions require special memory resources in theSdearchitecture. Ide-
ally, the interleaved data is streamed in a memory tile viaNili@and the de-interleaved
data is streamed out of the memory tile via M.

Reconfigurable hardware Customizing the MONTIUM TP for dedicatedDSP algo-
rithm domains can be beneficial in terms of chip area and power costEEEa@ecoding
algorithms the multiplier idevel 20of the ALU is superfluous. Removing the multiplier
reduces the chip area of thedWTium TP as well as the delay of the worst-time critical
path.

Introducing pipelining in th&LU of the MoONTIUM TP will increase the performance
of the MONTIUM TP. Pipelining does not only increase the performance of the coarse-
grained reconfigurable processor, but will also relieve the task of the chip synthesis tool.
Moreover, test patterns can be generated more efficiently for hardware verification using
scan chains.

Algorithms  Multiple DSP kernels in wireless communication applications have been
mapped on the MNTIUM TP. The MONTIUM TP can be used to implement common
DSPalgorithms that are applied in wireless communication systems.

Multiple OFDM receivers have been investigated. Although@f®M receivers are
all designed according to the gene@EDM template, the degree of complexity for dif-
ferentOFDM receivers varies enormously. The allocation of the different sub-carriers in
the OFDM signal can highly influence the decoding complexity of the receiver; e.g. in
Digital Radio Mondiale DRM) every sub-carrier takes multiple functions as well as mul-
tiple constellation schemes which differ in time. In Digital Audio Broadcastibwg(
on the other hand, every sub-carrier always takes the same function and is always modu-
lation using the same constellation. The irregular modulation and function allocation of
the different sub-carriers complicates the decodin@®bM data streams. Hence, addi-
tional control is required during de-multiplexing of the data which cannot efficiently be
performed on the MNTIUM TP.

Development tools Design automation is needed to guide engineers to develop their
applications on the target architecture. Experiences from mapping applications on the
MoNTIUM TP showed that design automation can relieve the mapping taskdster
allocationandbus allocation proper administration is indispensable.

Mapping algorithms / applications on thedWTiuM TP is an iterative process with
many degrees of freedom. Thoroughly analyzing the algorithms that have to be imple-
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mented is necessary to identify dependencies betweerinstructions, register instruc-
tions and interconnect instructions. The identification of dependencies between these
instructions creates opportunities to reduce the degree of freedom by fixing the instruc-
tions with the highest dependency.

Automatically mapping algorithms on the diTium TP can be facilitated by de-
velopment tools that are guided by suggestions from application developers in case of
complex algorithms with many dependencies.

8.4 Discussion & future directions

Application domain knowledge as well as knowledge about the reconfigurable target
architecture are essential and should be an integral part of the design methodology. Two
situations that appeared in Chapfeand6 stress the importance of an integral design
methodology:

e The importance of properly scaling the fixed-point input data in thenwium-
based Rake receiver is derived through experiments. In bad channel conditions, the
floating-point reference receiver performs better than ttenmMlum-based Rake
receiver K 20% BER difference). Correctly scaling the fixed-point input data re-
sults in the situation that the floating-point reference receiver and the M-
based Rake receiver show eqB&R versusSNR performance < 2% BER differ-
ence);

e When implementing the Viterbi algorithm on thedWTium TP, the Register
Exchange RE) approach is obviously the best method to store all survivor bit se-
guences. ThRE approach stores the entire decoded output sequence for each state
during path metric updating. Therefore, in each stage of the trellis the decoded out-
put sequence is known and there is no need to traceback. Moreover, bit sequences
(Register Exchange) are stored more efficiently than individual bits (Traceback)
in the coarse-grained ®NTIUM TP. Since the data path in the dATIUM TP is
limited to 16-bits, the Viterbi algorithm has been implemented in a hybrid Register
Exchange / Traceback manner.

The work presented in this thesis addresses several directions for future research:

e Compiler design for reconfigurable architectures
In [48], the first steps toward the automated mapping and schedulibgfl-
gorithms on the MONTIUM TP have been presented. Currently, algorithms can be
mapped on the MNTIUM TP using an assembly-like BINTIUM Configuration
Description LanguageCpL). High-level programming tools are required to ease
the implementation of applications on reconfigurable hardware;

o Distributed Operating System in dynamically reconfiguragd€architectures
Most baseband processing and channel decoding functions are implemented on
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coarse-grained reconfigurable processing elements in the heterogedmous
However, a centralized control-manager has to be implemented which can control
the entireSoC The coordination functions of the control-manager are typically im-
plemented on top of a light-weight (distributed) run-time Operating Sys@#h (

that runs on &PR

e Cognitive Radio
In Chapter2 the emerging interest in Cognitive Radio was already observed. A
Cognitive Radio is a system that is aware of its operational environment and can
be trained to dynamically and autonomously adjust its radio operating parame-
ters [77]. Recent trends towards heterogeneous reconfigusdgbarchitectures
perfectly match with the characteristics of Cognitive Radios, which require flexi-
ble heterogeneous hardware architectures that can adapt its communication scheme
rapidly to new conditions;

e Customizing reconfigurable architectures for dedicated application domains

— Many DSPalgorithms use only part of the data path resources that are avail-
able in the MONTIUM architecture. Investigations on channel decoder al-
gorithms show that for Viterbi and Turbo decoding the multipliers in the
MoONTIUM TP are not used. Therefore, customizing the architecture by re-
moving e.g. multipliers for a particular algorithm domain can result in archi-
tectures with smaller footprint;

— Channel decoding in wireless communication systems usually involves
mechanisms for interleaving in the transmitter and receiver. However, the
characteristics of interleaving for the different wireless communication stan-
dards are highly diverse. Therefore, specialized memory architectures that
are capable of efficiently performing (de-)interleaver operations irstie
are required.
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Appendix l \

Power estimation Rake receiver

Power estimations have been performed onNhenTium Tile Processor
(TP). The power consumption of thdoNTIUM TP when configured as Rake
receiver has been analyzed in this appendix.
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Appendix A — Power estimation Rake receiver

A.1 Power estimation

Power estimations have been performed on tleanvium Tile ProcessorTP) netlist for
4-finger Rake processing. A netlist of theodMTiuM TP! has been generated ffsMC
130nm technology using th& CBO13LVHHFibrary. The MONTIUM TP has been syn-
thesized using ®NOPSYS DESIGN COMPILER [106. The performance simulations,
that are described in Chaptgrare used to obtain estimations of the dynamic and static
power consumption. The data of the performance simulations have been analyzed by
SYNOPSYSPRIMEPOWERIN order to come up with estimations of the power consump-
tion [106].

The power consumption of the memories is not taken into account during power anal-
ysis. The MONTIUM TP has been synthesized, but no proper memory cells were available
to integrate in the netlist. The memories in theNfrium TP were considered adack
boxesduring synthesis. The power simulations have been performed with behavioural
memory models.

A.2 Average power consumption

Table A.1 shows the average power consumpti@f the MoNTIUM TP during Rake
processing with 4 fingers running at a clock frequency ofd2%/ z. In TableA.2 the
average power consumptionf the MONTIUM TP is given for the same algorithm, but
running at a clock frequency of 50/ Hz. The results of the power consumption of
the MoNTIum TP are grouped for the different modules that can be identified in the
MONTIUM TP. Furthermore, the total power consumption of thewrium TP has been
divided in static anddynamicpower. The static power consumption of theoMrIuM

TPis typically independent of the signal activity inside the hardware. Only the dynamic
power consumption depends on the typical signal activity of the algorithm and the clock
frequency of the MONTIUM TP.

FigureA.1 depicts the contribution of the different modules in theNrium TP to
the average total power consumption. Figar2 andA.3 show the average dynamic and
static power consumption, respectively.

From TableA.1 and TableA.2 can be concluded that the static power consumption
is independent of the clock frequency. Furthermore, the typical signal activity inside
the MoNTIUM TP does not influence the static power consumption when comparing
Figure A.3 and FigureB.3. The static power consumption shows similar behaviour in-
dependent of the performa@xsPalgorithm (e.g. Rake receiver or Viterbi decoder). This
observation confirms that similar MNTIUM netlists are used during power consumption
estimation of the different algorithms.

1 MonTIUM version 01.00.0Bas been used for power estimations and performance simulations. The design
of MoNTIUM version 01.00.06s identical to the MoNTIUM described in$4].

2 The power consumption is estimated during configuration of tlenMum TP and during the actual pro-
cessing of the algorithm. The average power consumption during configuration and processing has been
depicted in Tablé\.1 andA.2.
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A.2 — Average power consumption

Table A.1: Power estimation results of tidoNTIUM TP running at 25M H z during 4-finger
Rake processing.

Total power Dynamic power  Static power

[nW] [uW] [uW]
Processing Part Array 6860 5568 1292
Sequencer 33.81 27.19 6.617
ALU decoder 204.0 142.2 61.77
Memory decoder 478.9 327.2 151.7
Register decoder 482.7 330.9 151.8
Crossbar decoder 1452 999.1 452.9
Tile Processor 10420 8304 2117

Table A.2: Power estimation results of thfdoONTIUM TP running at 50M H z during 4-finger
Rake processing.

Total power Dynamic power Static power

[nW] [uW] [uW]
Processing Part Array 12370 11079 1291
Sequencer 61.10 54.48 6.617
ALU decoder 346.8 285.0 61.77
Memory decoder 806.4 654.6 151.8
Register decoder 813.7 661.9 151.8
Crossbar decoder 2453 2000 452.8
Tile Processor 18685 16 569 2116

The average normalized dynamic power consumption of tleevMum TP during
Rake processing with 4 fingers is estimated to be 382/ M H = (without considering
the power consumption of tt@RAM modules). The total dynamic power that is con-
sumed by thesRAM modules in the NONTIUM TP® is estimated to b& - 14 4 40 =
138 uW/M H = [54]. Hence, the average normalized dynamic power consumption of the
MonNTIUM TP (including the contribution of th6RAMs) becomes- 470 W /M H z.

3 The dynamic power consumption of one local memory in thenlium Processing Part is 14W/ M H z
according to 54, Appendix B]. Moreover, the dynamic power consumption of the sequencer memory is
estimated to be 40W/M H z, which is a conservative estimation accordinggd][
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Figure A.1: Average total power consumption of tkeoNTIUM TP during 4-finger Rake
processing.
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Figure A.2: Average dynamic power consumption of MenTium TP during 4-finger Rake
processing.
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Figure A.3: Average static power consumption of td®NTIuM TP during 4-finger Rake
processing.
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Appendix A — Power estimation Rake receiver

A.3 Detailed power consumption

In SectionA.2 the average power consumption of theoNiTium TP has been depicted.
In this section the total power consumption of the different modules in thaitium
TP is shown as a function of time. The figures are included to show that the power
consumption of the MNTIUM TP is not constant over time, but different phases can
be identified clearly. For visibility reasons, the results have been filteredrbgving
averagefilter. Hence, the results in the following figures only show the average power
consumption over time.

The configuration phase of thedAiTium TP, which is done during the first 17,8,
is clearly visible in the presented graphs. After configuration, the configuration clock
in the MONTIUM TP is switched off by theclock gatingmodule in the MONTIUM TP.
Especially in the power consumption results of th@emrium decoders the effect of
clock gating is clearly visible. After configuration of theddTium TP, the MONTIUM
TP performs Rake signal processing durimginingmode.

Power [mW]

Figure A.4: Total power consumption of thdoNTIUM TP during 4-finger Rake processing.
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Total power consumption Processing Part Array.
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Figure A.5: Total power consumption of the Processing Part Array during 4-finger Rake
processing.

Total power consumption Alu Decoder
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Power [mW]

Time [us]

Figure A.6: Total power consumption of thie.U Decoder during 4-finger Rake processing.
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‘Total power consumption Register Decoder
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Figure A.7: Total power consumption of the Register Decoder during 4-finger Rake processing.
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Figure A.8: Total power consumption of the Crossbar Decoder during 4-finger Rake processing.
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‘Total power consumption Memory Decoder
T
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Figure A.9: Total power consumption of the Memory Decoder during 4-finger Rake processing.
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Figure A.10: Total power consumption of the Sequencer during 4-finger Rake processing.
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Appendix B

Power estimation Viterbi decoder

Power estimations have been performed onNhenTium Tile Processor
(TP). The power consumption of thHdoNnTIUM TP when configured as
Viterbi decoder has been analyzed in this appendix.
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Appendix B — Power estimation Viterbi decoder

B.1 Power estimation

Power estimations have been performed on tlenwium Tile ProcessorT(P) netlist dur-

ing Viterbi signal processing. A netlist of thedhTium TP which is modified withACS
hardware support, as recommended in Chatbias been generated T sMC 130nm
technology using thd CBO13LVHPIibrary. The MoNTIUM TP has been synthesized
using SYNOPSYSDESIGN COMPILER [106]. The Viterbi performance simulations, that

are described in Chapt&; are used to obtain estimations of the dynamic and static
power consumption. The data of the performance simulations have been analyzed by
SYNOPSYSPRIMEPOWERIN order to come up with estimations of the power consump-
tion [106].

The power consumption of the memories is not taken into account during power anal-
ysis. The MONTIUM TP has been synthesized, but no proper memory cells were available
to integrate in the netlist. The memories in the@Nirium TP were considered adack
boxesduring synthesis. The power simulations have been performed with behavioural
memory models.

B.2 Average power consumption

TableB.1 shows the average power consumptiofthe MONTIUM TP during Viterbi
processing running at a clock frequency of 2BH z. In TableB.2 the average power
consumptiof of the MONTIUM TP is given for the same algorithm, but running at a
clock frequency of 50/ Hz. The results of the power consumption of theoNirium

TP are grouped for the different modules that can be identified in tbeMum TP. Fur-
thermore, the total power consumption of theoNrium TP has been divided istatic
anddynamicpower. The static power consumption of th@NTium TPis typically inde-
pendent of the signal activity inside the hardware. Only the dynamic power consumption
depends on the typical signal activity of the algorithm and the clock frequency of the
MONTIUM TP.

FigureB.1 depicts the contribution of the different modules in theNrium TP to
the average total power consumption. FigBr2 andB.3 show the average dynamic and
static power consumption, respectively.

From TableB.1 and TableB.2 can be concluded that the static power consumption
is independent of the clock frequency. Furthermore, the typical signal activity inside
the MONTIUM TP does not influence the static power consumption when comparing
FigureB.3 and FigureA.3. The static power consumption shows similar behaviour in-
dependent of the performé@&sPalgorithm (e.g. Rake receiver or Viterbi decoder). This

1 MonNTIuM version 01.00.0has been modified with Add Compare Selewt$) hardware support and is
used for power estimations and performance simulations. The desigroaffMm version 01.00.00s
identical to the MONTIUM described in$4].

2 The power consumption is estimated during configuration of tlenMum TP and during the actual pro-
cessing of the algorithm. The average power consumption during configuration and processing has been
depicted in Tablé3.1 andB.2.
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Table B.1: Power estimation results of tidONTIUM TP running at 25M H z during Viterbi
processing.

Total power Dynamic power  Static power

[nW] [uW] [uW]
Processing Part Array 4268 2977 1291
Sequencer 31.31 24.84 6.469
ALU decoder 109.1 46.91 62.19
Memory decoder 2574 114.4 143.0
Register decoder 261.3 116.3 145.0
Crossbar decoder 770.8 333.1 437.7
Tile Processor 6009 3924 2085

Table B.2: Power estimation results of tidONTIUM TP running at 50M H z during Viterbi
processing.

Total power Dynamic power Static power

(L] [uW] [uW]
Processing Part Array 7245 5955 1290
Sequencer 56.15 49.68 6.468
ALU decoder 156.1 93.94 62.16
Memory decoder 371.8 228.8 143.0
Register decoder 377.6 232.6 145.0
Crossbar decoder 1104 666.4 437.6
Tile Processor 9937 7853 2085

observation confirms that similar i Tium netlists are used during power consumption
estimation of the different algorithms.

The average normalized dynamic power consumption of tlevMum TP during
Viterbi processing is estimated to be 15W /M Hz (without considering the power
consumption of th&6RAM modules). The total dynamic power that is consumed by the
SRAMmodules in the MONTIUM TP® is estimated to b&- 14440 = 152 uW/M H z [54].
Hence, the average normalized dynamic power consumption of thetwm TP (in-
cluding the contribution of theRAMS) becomes-309 W /M H z.

3 The dynamic power consumption of one local memory in thenlium Processing Part is 14W/ M H z
according to 54, Appendix B]. Moreover, the dynamic power consumption of the sequencer memory is
estimated to be 40W/M H z, which is a conservative estimation accordinggd][
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Figure B.1: Average total power consumption of thloNTIUM TP during Viterbi processing.

Gated clock
8%

Sequencer
1%

Crossbar decoder

Register decoder
3%

Memory decoder

ALU decoder
1%

Processing Part Array

Figure B.2: Average dynamic power consumption of MeNTIuM TP during Viterbi processing.
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Figure B.3: Average static power consumption of fdeNTIUM TP during Viterbi processing.
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B.3 Detailed power consumption

In SectionB.2 the average power consumption of theNirium TP has been depicted.
In this section the total power consumption of the different modules in thaitium
TP is shown as a function of time. The figures are included to show that the power
consumption of the MNTIUM TP is not constant over time, but different phases can
be identified clearly. For visibility reasons, the results have been filteredrbgving
averagefilter. Hence, the results in the following figures only show the average power
consumption over time.

The configuration phase of theddiTium TP, which is done during the first 273,
is clearly visible in the presented graphs. After configuration, the configuration clock
in the MONTIUM TP is switched off by theclock gatingmodule in the MONTIUM TP.
Especially in the power consumption results of th@emrium decoders the effect of
clock gating is clearly visible. After configuration the local memories are initialized
with data. The memory initialization is performed from 27438 till 47.8 us. After
initialization, the MoNTIUM TP performs Viterbi signal processing duringnningmode.

Figure B.4: Total power consumption of tid ONTIUM TP during Viterbi processing.
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Figure B.5: Total power consumption of the Processing Part Array during Viterbi processing.
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Figure B.6: Total power consumption of th.U Decoder during Viterbi processing.
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Figure B.7: Total power consumption of the Register Decoder during Viterbi processing.
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Figure B.8: Total power consumption of the Crossbar Decoder during Viterbi processing.
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Figure B.9: Total power consumption of the Memory Decoder during Viterbi processing.
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Figure B.10: Total power consumption of the Sequencer during Viterbi processing.
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